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Symmetries and polynomial invariants 2-dimensional case 3-dimensional case

Consider the n-dimensional system of ordinary differential equations

ẋ = F (x),

where F (x) is an n-dimensional vector of smooth functions defined on some domain Ω
of Rn or Cn.

Definition.
It is said that system ẋ = F (x) is time-reversible on Ω if there exists an involution Ψ
defined on Ω such that

D−1Ψ · F ◦Ψ = −F .

Picture from [ Bastos, J. L. R., Buzzi, C. A., Torregrosa, J. CPAA, (2021)].
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Motivation: symmetries

In case of a real autonomous two-dimensional system of ODEs a straight line L is
an axis of symmetry if the orbits of the system are symmetric with respect to the
line L.

Mirror symmetry: when the phase portrait remains unchanged after it is
reflected over the line L.

Time-reversible symmetry: when the phase portrait remains unchanged after
it is reflected over the line L and the sense of every trajectory is reversed
(corresponding to a reversal of time).
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Motivation: invariants and normal forms
For ζ = (−1)2/3 let

ẋ =x + a100x2 + a001xz + a101x2z,

ẏ =ζy + b010y2 + b100xy + b110xy2,

ż =ζ2z + c001z2 + c010yz + c011yz2

Normal form up to order 4:

ẋ =x +
1
3

a001a100c010x2yz +
2
3
(−1)1/3a001a100c010x2yz +

1
3
(−1)2/3a001a100c010x2yz − (−1)1/3a101c010x2yz + 1/3a001b100c010x2yz −

1
3
(−1)1/3a001b100c010x2yz −

2
3
(−1)2/3a001b100c010x2yz + . . . ,

ẏ =ζy −
2
3

a001b010b100xy2z −
1
3
(−1)1/3a001b010b100xy2z +

1
3
(−1)2/3a001b010b100xy2z + (−1)2/3a001b110xy2z +

1
3

a001b100c010xy2z +
2
3
(−1)1/3a001b100c010xy2z +

1
3
(−1)2/3a001b100c010xy2z + . . . ,

ż =ζ2z +−
2
3

a001b100c010xyz2 −
1
3
(−1)1/3a001b100c010xyz2 +

1
3
(−1)2/3a001b100c010xyz2 +

1
3

b100c001c010xyz2 −
1
3
(−1)1/3b100c001c010xyz2 −

2
3
(−1)2/3b100c001c010xyz2 + b100c011xyz2 + . . . .

- The coefficients of the normal form are invariants of a certain Lie group action
- We will give an algorithm to compute a basis of the subalgebra of invariants
- We will show an interconnection of the invariants and integrability
- Similar properties in 2-dim case have been studied by Yirong Liu and Jibin Li [Y. Liu and
J. Li. Theory of values of singular point in complex autonomous differential systems.
Sci. China Ser. A 33 (1990) 10–23.]
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Motivation: integrability
[Y. N. Bibikov, Local Theory of Nonlinear Analytic Ordinary Differential Equations, LNM, Vol. 702, 1979]:

if the system
ẋ = Ax+ X (x), (x ∈ C

n) (1)
is time-reversibile with respect to a certain linear involution,
A = diag[1,−1,λ3, . . . ,λn], then the system has at least one analytic first integral
Ψ(x) = x1x2 + h.o.t. in a neighborhood of the origin.
[J. Llibre, C. Pantazi, S. Walcher, Bull. Sci. Math. 136 (2012), 342–359], [S. Walcher, J. Math. Anal. Appl. 180 (1993),

617–632]:

If for the vector field X of system (1) under a linear transformation it holds
Dϕ · X = ζX◦ϕ

where ζ is a primitive root of unity, then under certain conditions all first integrals of
ẋ = Ax (2)

are conserved. That is, if
Ψ(x) = xα1

1 xα2
2 · · · x

αn
n

is a first integral of (2) then

Ψ̃(x) = xα1
1 xα2

2 · · · x
αn
n + h.o.t.

is a first integral of (1).
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The two-dimensional case.

We consider a family of two-dimensional systems of ODEs of the form

ẋ = x −
∑

(p,q)∈S
apqxp+1yq,

ẏ = −y +
∑

(p,q)∈S
bqpxqyp+1 ,

(3)

where the coefficients apq, bqp are complex numbers, and
S = {(pj , qj ) | pj + qj ≥ 1, j = 1, . . . , `} ⊂N−1 ×N0.

The interconnection of time-reversibility and a one-parameter group action

x 7→ e−iϕx , y 7→ eiϕy (ϕ ∈ C or R)

on the phase space, by the means of polynomial invariants of corresponding group
action on the space of parameters, was studied by K. Sibirsky and by Yirong Liu
and Jibin Li.
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Polynomial invariants
Let k be a field and G a subgroup of GLn(k). For a matrix A ∈ G and x ∈ kn let A · x
denote the usual action of G on kn (multiplication).

Definition.
A polynomial f ∈ k [x1, . . . , xn] is invariant under G (or an invariant of G) if

f (x) = f (A · x) for all A ∈ G and all x ∈ kn.

x ′ = e−ϕx , y ′ = eϕy (ϕ ∈ C) (4)

ẋ ′ = x ′ −
∑

(p,q)∈S

a(ϕ)pqx ′p+1y ′q, ẏ ′ = −y ′ +
∑

(p,q)∈S

b(ϕ)qpx ′qy ′
p+1,

a(ϕ)pq = apqe(p−q)ϕ, b(ϕ)qp = bqpe−(p−q)ϕ, (5)

Equations (5) define a representation of group (4) in C2`, the parameter space of
system (3).
M. Grašič, A. Jarrah, V. Romanovski Invariants and reversibility in systems of ODEs 8 / 29



Symmetries and polynomial invariants 2-dimensional case 3-dimensional case

System (3):

ẋ = x −
∑

(p,q)∈S
apqxp+1yq

ẏ = −y +
∑

(p,q)∈S
bqpxqyp+1

Let ν denote the 2`-tuple

ν = (ν1, . . . , ν2`) ∈N2`
0 .

For a given (ordered) set S = {(pj , qj ) | j = 1, . . . `} let L : N2`
0 → Z2 be a

homomorphism of the additive monoids, defined as

L(ν) =
(
p1
q1

)
ν1 + . . .+

(
p`
q`

)
ν` +

(
q`
p`

)
ν`+1 + . . .+

(
q1
p1

)
ν2`

and letM denote the set

M =

{
ν ∈N2` | L(ν) =

(
k
k

)
for some k ∈N0

}
.

Obviously,M is an Abelian monoid.
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For ν = (ν1, . . . , ν2`) ∈N2`
0 and the ordered vector of indeterminates

(ap1q1 . . . ap`q` , bq`p` . . . bq1p1 ), we denote by [ν] the monomial

[ν] = aν1p1q1 · · · a
ν`p`q`

bν`+1
q`p`
· · · bν2`q1p1 ∈ C[a, b].

a monomial [ν] is an invariant of group (4) ⇐⇒ ν ∈M.

For ν inM let ν̂ denote the involution of the vector ν,

ν̂ = (ν2`, ν2`−1, . . . , ν1).

IS = 〈[ν]− [ν̂] | ν ∈M〉 ⊂ C[a, b].
The ideal IS is called the Sibirsky ideal of system (3).

It was proved in [V. R. Open Syst. & Inform. Dyn. 2008] that the variety V(IS ) of the
ideal IS is the Zariski closure of the set of systems which are time-reversible with
respect to the linear transformations

x 7→ αy , y 7→ α−1x

for some α ∈ C \ {0}. It was also proved that all systems (3) whose parameters belong
to V(IS ) are locally analytically integrable in a neighborhood of the origin.
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x ′ = e−φx , y ′ = eφy (4)

Let α ∈ C \ {0} and denote

x 7→ αy , y 7→ α−1x (6)

Transformation (6) is a composition of an orthogonal transformation and the
permutation with the matrix

T2 =

(
0 1
1 0

)
.

The diagonalization of T2 is the matrix

E2 =
(
−1 0
0 1

)
.

Clearly, the Lie group eE2ϕ with the infinitesimal generator E2 gives rise to the
same group of transformations as (4).
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Algorithm for computing the Hilbert basis

Let A = (aij ) be an n× d-matrix, n ≥ d , with integer elements and rank d . Let
t1, . . . , td , x1, . . . , xn, y1, . . . , yn be variables and fix any elimination monomial order with
{t1, . . . , td} � {x1, . . . , xn} � {y1, . . . , yn}. Consider C-algebra homomorphism

C[x1, . . . , xn, y1, . . . , yn] −→ C[t1, . . . , td , t−11 , . . . , t−1d , y1, . . . , yn]

xi 7→ yi

d∏
j=1

taij
j , yi 7→ yi for all i = 1, . . . , n.

The Hilbert basis H of monoidMA = {ν ∈Nn
0 : ν ·A = 0} can be obtained using

Algorithm 1.4.5 in [B. Sturmfels, Algorithms in Invariant Theory]:
1 Compute the reduced Gröbner basis G with respect to � for the ideal〈

xi − yi

d∏
j=1

taij
j : i = 1, . . . , n

〉
.

2 The Hilbert basis H ofMA consists of all vectors ν such that xν − yν appears in
G. (Here: for x = (x1, . . . , xn) we denote by xν the monomial xν11 xν22 . . . xνn

n .)
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Recall:

L(ν) =
(
p1
q1

)
ν1 + . . .+

(
p`
q`

)
ν` +

(
q`
p`

)
ν`+1 + . . .+

(
q1
p1

)
ν2`

M =

{
ν ∈N2` | L(ν) =

(
k
k

)
for some k ∈N0

}
.

The set of all nonegative integer vector solutions ν of equation
(p1 − q1)ν1 + · · ·+ (p` − q`)ν` + (q` − p`)ν`+1 + · · ·+ (q1 − p1)ν2` = 0

coincides with monoidM. Therefore, to obtain a Hilbert basis ofM with the
algorithm presented in the previous slide, the matrix

[(p1 − q1) . . . (p` − q`) (q` − p`) . . . (q1 − p1)]> ∈ Z2`×1.
can be used.
For y = (y1, . . . , y2`) we denote by yν the monomial yν11 yν22 . . . yν2`2` .

Theorem
Let Y = 〈[ν]− yν | ν ∈ H〉 be the ideal returned by the above algorithm (so H is
a Hilbert basis ofM). Then B = {[ν]− [ν̂] | ν ∈ H, ν 6= ν̂} is a Gröbner basis of
IS .
M. Grašič, A. Jarrah, V. Romanovski Invariants and reversibility in systems of ODEs 13 / 29



Symmetries and polynomial invariants 2-dimensional case 3-dimensional case

Some algebraic properties of ideal IS

IS = 〈[ν]− [ν̂] | ν ∈M〉 ⊂ C[a, b].
Let A = [a1, . . . , an] be a d × n-matrix of integers, t = (t1, . . . , td ), and let
k [t, t−1] := k [t±1 , . . . , t±d ] be the Laurent polynomial ring over k in the variables
t1, . . . td . We define a k-algebra homomorphism

π : k [x]→ k [t, t−1] by xi → tai .

The image of π is the k-subalgebra of k [t, t−1] denoted by k [A] and called the toric ring
of matrix A. The kernel of π is denoted IA and called the toric ideal of A.

Denote by M the 1× 2` matrix

M = [(p1 − q1) . . . (p` − q`) (q` − p`) . . . (q1 − p1)]. (7)

Then IM is the corresponding toric ideal.
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For a field k we denote by k [x] := k [x1, . . . , xn] the polynomial ring in x1, . . . , xn. A
subgroup L of Zn is called a lattice. For θ ∈ Zn we write

θ = θ+ − θ−,

where θ+, θ− ∈Nn
0, and denote by fθ the binomial xθ

+

− xθ
−
. The ideal of k [x]

generated by all binomials fθ, where θ ∈ L, is the so-called lattice ideal of L.

In our case n = 2`, the polynomial ring is C[a, b]. Let L be the set consisting of all
elements ν − ν̂, where ν ∈M. SinceM is a monoid closed under the action of
involution on vectors, L is a subgroup of Z2`. By IL we denote the lattice ideal of L.

Theorem
The Sibirsky ideal IS is a lattice ideal. More precisely, IS = IL for a lattice L consisting
of all elements ν − ν̂, where ν ∈M.
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Ideal IS and time-reversibility

Conditions of time-reversibility:

bqs ps = αps−qs aps qs , aps qs = bqs psα
qs−ps : s = 1, . . . , `.

Thus, the set R of all time-reversible systems of family (3) in the space of parameters
E (a, b) = C2` is subset of the variety of of the first elimination ideal I of the ideal

J =
〈
aps qs − bqs psα

qs−ps , bqs ps − α
ps−qs aps qs : s = 1, . . . , `

〉
.

in C[α, a, b],
I = J ∩C[a, b].

Theorem

Let y = (y1, . . . , y2`). Then I is the kernel of the polynomial map φ defined by

aps qs 7→ ys tqs−ps , bqs ps 7→ y2`−s+1tps−qs , y2`−s+1 7→ ys

for s = 1, . . . , `.
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Note that the kernel of the map

aps qs 7→ ys tqs−ps , bqs ps 7→ y2`−s+1tps−qs , yi 7→ yi ,

for s = 1, . . . , ` and i = 1, . . . , 2`, is the toric ideal of the Lawrence lifting

Λ(M) =

(
M 0
I2` I2`

)
.

The kernel of map introduced in previous theorem is the toric ideal of the matrix

B =

(
M

I2` | Ĩ2`

)
,

where Ĩ2` is the 2`× 2` matrix having 1 on the secondary diagonal and the other
elements equal to 0.

Theorem
IS = I = IB .

A similar statement does not hold in the higher dimensional case!
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The three-dimensional case (n-dim case is similar)
We investigate similar problems for the three-dimensional polynomial systems of
the form

ẋ = x

1+
∑

(p,q,r)∈S
apqrxpyqz r


ẏ = y

ζ + ∑
(p,q,r)∈S

brpqx rypzq


ż = z

ζ2 + ∑
(p,q,r)∈S

cqrpxqy r zp

 ,

(8)

where ζ3 = 1 the coefficients of the system are complex numbers and S is the
finite set of triples
S = {(pj , qj , rj ) | pj + qj + rj ≥ 1, j = 1, . . . , `} ⊂N−1 ×N0 ×N0.
• System (8) is a simplest generalization of the 2-dim case to the higher
dimensional case.
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We first study polynomial invariants of the action of the group

x1 = eψx
y1 = eψζy

z1 = eψζ2z ,

(9)

where ψ is a real or complex parameter, on system (8) and show how to compute
a basis of the subalgebra of invariants.

Then we study properties of system (8) related to reversibility and their
connection to the invariants. It is shown that the arising binomial ideals in the
two-dimensional case and in the three dimensional case have essential differences.
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For the permutation matrix

T3 =

0 1 0
0 0 1
1 0 0


the diagonalization is the matrix

E3 = diag(1, ζ, ζ2),

where ζ3 = 1, ζ 6= 1. Applying the Lie group eE3ψ with the infinitesimal
generator E3 to the phase space of system (8) we have transformation (9). It is
easy to see that there are no systems in family (8) which are time-reversible with
respect to a linear involution Ψ.
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The following generalization of time-reversibility was already considered in
[J. Llibre, C. Pantazi, and S. Walcher. Bull. Sci. Math., 136 (2012) 342–359]

Definition
Let F (x , y , z) be the right hand side of system (8). We say that system (8) is
ζ-reversible if

T−13 · F ◦T3 = ζF (10)

with ζ3 = 1, ζ 6= 1. If (10) holds with ζ = 1, we say that system (8) is
T3-equivariant.

By the result of J. Llibre, C. Pantazi, and S. Walcher all ζ-reversible systems
are locally integrable.

We look for ζ-reversibile and T3-equivariant systems in family (8) and discuss a
connection of such systems and invariants of group (9).

M. Grašič, A. Jarrah, V. Romanovski Invariants and reversibility in systems of ODEs 21 / 29



Symmetries and polynomial invariants 2-dimensional case 3-dimensional case

Invariants

The map L : N3`
0 → Z3 defined as

L(ν) =
∑̀
j=1

pj
qj
rj

 ν3j−2 +

rj
pj
qj

 ν3j−1 +

qj
rj
pj

 ν3j


is a homomorphism of additive monoids.

LetM =

ν ∈N3`
0 | L(ν) =

k
k
k

 for some k = 0, 1, 2, . . .

 .

[ν] = aν1p1q1r1b
ν2
r1p1q1c

ν3
q1r1p1a

ν4
p2q2r2 · · · a

ν3`−2
p`q`r`b

ν3`−1
r`p`q`c

ν3`q`r`p` ,

Theorem
A monomial [ν] is an invariant of the group (9) if and only if ν ∈M.
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For ν ∈ C3` let ν̃ = (ν3, ν1, ν2, ν6, . . . , ν3`, ν3`−2, ν3`−1) and
ν̄ = (ν2, ν3, ν1, ν5, . . . , ν3`−1, ν3`, ν3`−2).

ν̃ = diag[T3, . . . ,T3]ν, ν̄ = diag[T−13 , . . . ,T−13 ]ν.

Definition
A monomial [ν̂] is conjugate to the monomial [ν] if ν̂ ∈ {ν̃, ν̄}.

If ν ∈M, then ν̂ ∈M.

We call the ideal JS = 〈[ν]− [ν̂] : ν ∈M〉 the Sibirsky ideal of system (8).

Theorem

Let Y = 〈[ν]− yν | ν ∈ H〉 be the ideal returned by Algorithm (thus H is a
Hilbert basis ofM). Then B = {[ν]− [ν̂] | ν ∈ H, ν 6= ν̂} is a Gröbner basis of
JS .
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Invariants and normal forms

Let Φ = x1x2x3.
For system (8) the Stanley decomposition of the normal form module in V3 is

ker£ = ⊕3
i=1Q[[Φ]]xiei .

We can show that the decomposition of the normal form module can be written as

ker£ = ⊕3
i=1Q[H ][[Φ]]xiei .
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Reversibility

We obtain the following facts about ideal Iζ , that corresponds to all ζ-reversible
systems, and ideal IE , representing T3-equivariance.
The condition of ζ-reversibility is equivalent to

ζ apqr α
pβqγr = brpq

ζ brpq α
rβpγq = cqrp

ζ cqrp α
qβrγp = apqr

for all (p, q, r ) ∈ S. Using the Elimination Theorem we have the following statement.

Proposition
The Zariski closure of the set of ζ-reversible systems is the variety of the ideal

Iζ = I ∩ k [a, b, c ],

where I = 〈1−w αβγ, 1− v(ζ − 1), ζ3 − 1, ζ apqr αpβqγr − brpq, ζ brpq αrβpγq −
cqrp , ζ cqrp αqβrγp − apqr 〉 ⊂ Q[α,β, γ,w , v , a, b, c ].
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Theorem
If the parameters of system (8) belong to the variety of the ideal Iζ , then the
corresponding system has a local analytic first integral in a neighborhood of the
origin.

Denote by a · b · c the product of all parameters of system (8).

The main result of our work:

Theorem A
JS : (a · b · c)∞ = Iζ .

Similar results hold in the n-dim case.

Proof: https://arxiv.org/abs/2309.01817
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Example: a cubic system

ẋ =x + a100x2 + a001xz + a101x2z,

ẏ =ζy + b010y2 + b100xy + b110xy2+,

ż =ζ2z + c001z2 + c010yz + c011yz2
(11)

In this case the corresponding matrix A is

M =

(
1 −1 0 0 1 −1 1 0 −1
0 1 −1 −1 0 1 −1 1 0

)
The corresponding toric ideal IM is

IM = 〈−1 + a101b110c011, c010 − b110c011, c001 − a101c011, b100 − a101b110,
b010 − b110c011, a100 − a101b110, a001 − a101c011〉

To compute the Hilbert basis we use the Algorithm and consider the ideal

〈a100 − t1y1, b010 − (t2y2)/t1, c001 − y3/t2, a001 − y4/t2, b100 − t1y5,
c010 − (t2y6)/t1, a101 − (t1y7)/t2, b110 − t2y8, c011 − y9/t1〉.

Polynomials from the Groebner basis which do not depend on t1 and t2 are

{a101b110c011 − y7y8y9,−b110c011y6 + c010y8y9, a101c010 − y6y7,−a101b110y5 + b100y7y8,
b100c011 − y5y9,−b110y5y6 + b100c010y8, a001b110 − y4y8,−a101c011y4 + a001y7y9,

−c011y4y6 + a001c010y9,−a101y4y5 + a001b100y7, a001b100c010 − y4y5y6, b110c001 − y3y8,
−a101c011y3 + c001y7y9,−a001y3 + c001y4,−c011y3y6 + c001c010y9,−a101y3y5 + b100c001y7,

b100c001c010 − y3y5y6,−b110c011y2 + b010y8y9,−c010y2 + b010y6, a101b010 − y2y7,
−b110y2y5 + b010b100y8,−c011y2y4 + a001b010y9, a001b010b100 − y2y4y5,

−c011y2y3 + b010c001y9, b010b100c001 − y2y3y5,−a101b110y1 + a100y7y8,−b100y1 + a100y5,
a100c011 − y1y9,−b110y1y6 + a100c010y8,−a101y1y4 + a001a100y7, a001a100c010 − y1y4y6,

−a101y1y3 + a100c001y7, a100c001c010 − y1y3y6,−b110y1y2 + a100b010y8,
a001a100b010 − y1y2y4, a100b010c001 − y1y2y3}.
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The Hilbert basis of the monoidM is
H = {(0, 0, 0, 0, 0, 0, 1, 1, 1), (0, 0, 0, 0, 0, 1, 1, 0, 0), (0, 0, 0, 0, 1, 0, 0, 0, 1), (0, 0, 0, 1, 0, 0, 0, 1, 0),

(0, 0, 0, 1, 1, 1, 0, 0, 0), (0, 0, 1, 0, 0, 0, 0, 1, 0), (0, 0, 1, 0, 1, 1, 0, 0, 0), (0, 1, 0, 0, 0, 0, 1, 0, 0),
(0, 1, 0, 1, 1, 0, 0, 0, 0), (0, 1, 1, 0, 1, 0, 0, 0, 0), (1, 0, 0, 0, 0, 0, 0, 0, 1), (1, 0, 0, 1, 0, 1, 0, 0, 0),

(1, 0, 1, 0, 0, 1, 0, 0, 0), (1, 1, 0, 1, 0, 0, 0, 0, 0), (1, 1, 1, 0, 0, 0, 0, 0, 0)}

and the Sibirsky ideal JS of system (11) is

JS = 〈a101c010 − a001b110, b100c011 − c010a101, a001b110 − b100c011, b110c001 − a100c011,
b100c001c010 − a100a001c010, a101b010 − c001b110, a001b010b100 − c001b100c010,
b010b100c001 − a100c001c010, a100c011 − b010a101, a001a100c010 − b010a001b100,

a100c001c010 − a100b010a001, a001a100b010 − b010c001b100, 〉.

The ideal Iζ is computed as the third elimination ideal of

〈1−wαβγ, a100α− b010, a001γ − b100, a101αγ − b110, b010β − c001, b100α− c010,
b110αβ − c011, c001γ − a100, c010β − a001, c011βγ − a101〉

and is
Iζ = 〈−a101c010 + b100c011, a001b110 − a101c010, a101b010 − b110c001, a001b010 − c001c010,

−b110c001 + a100c011,−b010b100 + a100c010, a001a100 − b100c001〉.

Computations with Singular give

JS : (a · b · c)∞ = Iζ ,

which agrees with Theorem A.
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Thank you for your attention.
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