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1. Introduction to topological dynamics

Wikipedia on Chaos:

”Chaos theory describes the behavior of certain nonlinear dynamical systems

that may exhibit dynamics that are highly sensitive to initial conditions (po-

pularly referred to as the butterfly effect).”

What is a dynamical system? What is chaos?

1.1. Dynamical systems

We want to study the time-evolution of the state of a system.

The states of the system are described by the elements x of a certain set X .

The evolution of the system is described by a mapping T : X → X .

That is:

x ∈ X : state of the system at time 0,

Tx : state of the system at time 1,

T 2x : state of the system at time 2,...

T nx state of the system at time n ∈ N
Since we want to study the behaviour of T nx as n →∞ we want a notion

of ’nearness’, that is, X should carry a topology.

Definition.
A (discrete) dynamical system is given by a topological space X and a con-

tinuous map T : X → X .
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As usual, we define the n-fold iterate of T by

T n = T ◦ . . . ◦ T (n times)

with

T 0 = I,

the identity on X .

For x ∈ X we call

orb(x, T ) = {x, Tx, T 2x, . . .} = {T nx : n ≥ 0}
the orbit of x under T . The point x is the called the starting point or initial

point.

Example. T : [0, π] → [0, π], Tx = sin x . For any x ∈ [0, π] one observes

that

T nx → 0 as n →∞ .

Note that x = 0 is a fixed point of T , that is T0 = 0 .

Example. T : [0, 1] → [0, 1], Tx = x2 . Then

T nx = x2n
, n ≥ 0.

Hence, for any x ∈ [0, 1) one finds that

T nx → 0 as n →∞ ,

while

T n1 = 1 → 0 as n →∞ ,

Note that x = 0 and x = 1 are fixed points of T .

2



Exercise. Let T : X → X be a dynamical system. Show that: if T nx → y

as n →∞ then y is a fixed point of T .

Definition. Let T : X → X be a dynamical system.

(a) A point x ∈ X is called a fixed point if Tx = x .

(b) A point x ∈ X is called a periodic point if there is some n ∈ N such

that T nx = x . Each such n is called a period of x .

Example. For the dynamical system

T : [−1, 1] → [−1, 1], x → −x,

every point is periodic of period 2.

1.2. A particular dynamical system

We study the dynamical system

T : C→ C, z → z2.

We have that

T nz = z2n
, n ≥ 0.

Consequently:

• if |z| < 1 then T nz → 0 ,

• if |z| > 1 then T nz →∞ .

But what happens if |z| = 1? We consider the new dynamical system

T : T→ T, z → z2,

where T = {z : |z| = 1} is the unit circle.

We first search for fixed points on T :

Tz = z ⇐⇒ z2 = z ⇐⇒ z = 1.
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In contrast, there are many periodic points. Let n ≥ 1 :

T nz = z ⇐⇒ z2n
= z

⇐⇒ z2n−1 = 1

⇐⇒ z = exp
(
2πi

k

2n − 1

)
, k = 0, 1, . . . , 2n − 2.

Proposition. The periodic points of T form a dense set (in T).

What happens to the other points of T?

In order to better understand the mapping properties of T we write

z = e2πix with 0 ≤ x < 1.

Then x has a dyadic representation

x =
x1

21
+

x2

22
+

x3

23
+ . . . =

∞∑

k=1

xk

2k

with

xk = 0 or 1, k ≥ 1.

We then have

Tz = (exp(2πix))2

= exp(2πi2x)

= exp
(
2πi2(

x1

21
+

x2

22
+

x3

23
+ . . .)

)

= exp
(
2πi(x1 +

x2

21
+

x3

22
+ . . .)

)

= exp(2πix1) exp
(
2πi(

x2

21
+

x3

22
+ . . .)

)

= exp
(
2πi(

x2

21
+

x3

22
+ . . .)

)
.
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In other words: If

z = e2πix with x =
x1

21
+

x2

22
+

x3

23
+ . . .

then

Tz = e2πiy with y =
x2

21
+

x3

22
+

x4

23
+ . . . :

T acts as shift in the dyadic representation of x :

(x1, x2, x3, . . .) → (x2, x3, x4, . . .).

This gives us a new understanding of the periodic points for T .

Proposition. If

z = e2πix, x =
x1

21
+

x2

22
+

x3

23
+ . . . ,

and if the sequence (x1, x2, x3, . . .) is periodic (of period n) then z is periodic

for T (of period n).

Proof. Applying T n-fold to z corresponds to an n-fold left-shift of the se-

quence (x1, x2, x3, . . .) , which leaves this sequence unchanged.¤

For example, the periodic sequence

(1, 0, 1, 0, 1, . . .)

corresponds to the periodic point

z = e2πi2
3 of period 2 .
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Again the question: what happens to the other points z of T? We need only

study the effect of left-shifting the representing sequence (x1, x2, x3, . . .)!

Proposition. If

z = e2πix, x =
x1

21
+

x2

22
+

x3

23
+ . . . ,

and if the sequence (x1, x2, x3, . . .) contains every finite 0-1-sequence, then

the orbit of z under T is dense in T .

Proof. Let w = e2πiv ∈ T ,

v =
v1

21
+

v2

22
+

v3

23
+ . . .

Let ε > 0 . By continuity, there is some δ > 0 such that

|y − v| < δ =⇒
∣∣∣e2πiy − w

∣∣∣ =
∣∣∣e2πiy − e2πiv

∣∣∣ < ε. (1)

Fix N ∈ N . By assumption, the sequence

(v1, v2, . . . , vN)

appears in (x1, x2, x3, . . .) ; that is, there is some L (depending on N ) such

that our sequence has the form

(x1, x2, x3, . . . , xL, v1, v2, . . . , vN , xL+N+1, xL+N+2, . . .).

Thus, an L-fold left-shift of that sequence gives us

(v1, v2, . . . , vN , xL+N+1, xL+N+2, . . .).

Consequently, we have that

TLz = e2πiy

with y =
v1

21
+

v2

22
+ . . . +

vN

2N
+

xL+N+1

2N+1
+

xL+N+2

2N+2
+ . . . .

6



For this y we find that

|y − v| =
∣∣∣v1

21
+

v2

22
+ . . . +

vN

2N
+

xL+N+1

2N+1
+

xL+N+2

2N+2
+ . . .

−
(v1

21
+

v2

22
+

v3

23
+ . . .

)∣∣∣

=
∣∣∣xL+N+1

2N+1
+

xL+N+2

2N+2
+ . . .

−
(vN+1

2N+1
+

vN+2

2N+2
+ . . .

)∣∣∣

=
∣∣∣

∞∑

k=N+1

xL+k − vk

2k

∣∣∣

≤
∞∑

k=N+1

∣∣∣xL+k − vk

2k

∣∣∣

≤
∞∑

k=N+1

2

2k
(because xk, vk ∈ {0, 1})

=
2

2N
.

For N sufficiently large, this becomes less than δ . By (1), this implies that

|TLz − w| < ε

for N sufficiently large (recall that L depends on N ).¤

Clearly, there are 0-1-sequences that contain all finite 0-1-sequences, for

example

(0, 1, 0, 0, 0, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 1, 1, 1, 0, 0, . . .)

Corollary. There are points z ∈ T whose orbit under T is dense in T .

In fact, there is a dense set of such points.
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Proof. Existence: clear by our previous discussion.

Now, let z have dense orbit z, Tz, T 2z, T 3z, . . . .

Then every T nz also has dense orbit: the orbit of T nz is

T nz, T n+1z, T n+2z, . . . ,

which is also dense in T .¤

Our next aim is to show that T is chaotic. But what is chaos? As noted by

Wikipedia, the mapping should exhibit the butterfly effect, that is, sensitive

dependence on initial conditions. Here is one definition of this concept.

Definition. Let (X, d) be a metric space. A dynamical system T : X → X

is said to have sensitive dependence on initial conditions if there exists some

δ > 0 such that, for every x ∈ X and ε > 0 , there exists some y ∈ X with

d(x, y) < ε such that, for some n ∈ N0 , d(T nx, T ny) > δ .

Exercise. Show that T : T→ T, z → z2 has sensitive dependence on initial

conditions. Show that one can take any δ < 2 .

Thus, z → z2 has

• a dense set of periodic points

• a point with dense orbit

• sensitive dependence on initial conditions

In short: It is chaotic!
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1.3. Chaotic dynamical systems

The following definition is due to R. L. Devaney (1986).

Definition (chaos – preliminary version). Let (X, d) be a metric space

without isolated points. A dynamical system T : X → X is said to be chaotic

(in the sense of Devaney) if it satisfies the following conditions:

(i) T has a dense orbit;

(ii) T has a dense set of periodic points;

(iii) T has sensitive dependence on initial conditions.

However, there is a serious problem with the condition of sensitive dependence.

Example. Consider

T : (1,∞) → (1,∞), Tx = 2x.

Then

T nx = 2nx,

hence

|T nx− T ny| = 2n|x− y| → ∞, x 6= y.

So, T has sensitive dependence w.r.t. the usual metric on (1,∞) .

But

d(x, y) = | ln x− ln y|
is an equivalent metric on (1,∞) .

Now

d(T nx, T ny) = | ln(2n) + ln x− (ln(2n) + ln y)| = d(x, y),

so T does not have sensitive dependence w.r.t. d .

Thus, for sensitive dependence one needs to specify the underlying metric.

9



NB. This example has no periodic points and no dense orbits. Thus, sensitive

dependence on initial conditions alone does not suffice for chaos (cf. Wikipe-

dia).

Fortunately, there is a way out: the other two conditions in Devaney’s defini-

tion of chaos imply sensitive dependence on initial conditions!

Theorem (J. Banks, J. Brooks, G. Cairns, G. Davis, P. Stacey).
Let (X, d) be a metric space with infinitely many points and without isolated

points.

If T : X → X has a dense orbit and has a dense set of periodic points then

T has sensitive dependence on initial conditions.

Proof.

STEP 1. Claim: There exists η > 0 such that, for all x ∈ X there is a

periodic point p such that

d(x, T np) > η, for all n ∈ N0 .

Proof. Since X is not finite, there are two periodic points p1, p2 whose orbits

are disjoint.

Let

0 < 2η < inf
m,n∈N0

d(Tmp1, T
np2).

Let x ∈ X . Then either for j = 1 or for j = 2 we have that

d(x, T npj) > η, for all n ∈ N0 .

¤
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STEP 2. Claim: T has sensitive dependence with δ := η/4 > 0 , that is

∀x,∀ε > 0 ∃ y, n : d(x, y) < ε, d(T nx, T ny) > η/4.

Proof. Fix x ∈ X and ε > 0 .

By assumption there is a periodic point q :

d(x, q) < min(ε, η/4). (1)

Let q have period N .

By STEP 1 there is a periodic point p :

d(x, T np) > η, for all n ∈ N0 . (2)

By continuity of T there is a neighbourhood V of p :

d(T np, T ny) < η/4, for n = 0, 1, . . . , N and y ∈ V . (3)

T has a dense set of points with dense orbit (X has no isolated points).

Hence there are z ∈ X, k ∈ N :

d(x, z) < ε, T kz ∈ V.

Choose j ∈ N0 such that k ≤ jN < k + N . By (2), (3) and (1) we have

d(T jNq, T jNz) = d(T jNq, T jN−kT kz)

≥ d(x, T jN−kp)− d(T jN−kp, T jN−kT kz)− d(x, q)

> η − η/4− η/4 = η/2.
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Thus,

either d(T nx, T jNq) > η/4 or d(T nx, T jNz) > η/4.

with

d(x, q) < ε and d(x, z) < ε.

¤

Consequence:

• can drop sensitive dependence from definition of chaos

• extend the definition to arbitrary topological spaces (metric unnecessary)

Definition (chaos). Let X be a topological space without isolated points.

A dynamical system T : X → X is said to be chaotic (in the sense of

Devaney) if it satisfies the following conditions:

(i) T has a dense orbit;

(ii) T has a dense set of periodic points.

Question: how does one, in practice, determine if a given map is chaotic?

Problems:

• finding a specific point whose orbit is dense!

• finding periodic points: in general, one does not know T n !

Two facts will help:

• easier condition implying a dense orbit −→ topological transitivity

• inferring chaos of a map from chaos of another map −→ topological con-

jugacy
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1.4. Topological conjugacy

Every mathematical theory has a notion of isomorphism.

Here: when do we regard two dynamical systems

T : X → X, S : Y → Y

as ’the same’?

There should be a homeomorphism

φ : X → Y

such that

if x ∈ X corresponds to y ∈ Y

then Tx corresponds to Sy,

i.e.

φ(x) = y =⇒ φ(Tx) = Sy,

i.e.

φ ◦ T = S ◦ φ.

For many results it suffices to have φ continuous with dense range.

Definition (topological conjugacy). Let T : X → X and S : Y → Y

be dynamical systems.

(a) S is quasi-conjugate to T if there exists a continuous map φ : X → Y

with dense range such that S ◦ φ = φ ◦ T , that is, the diagram

X
T−−→ X

φ

y
yφ

Y
S−−→ Y

commutes.

(b) If φ can be chosen to be a homeomorphism then T and S are conjugate.

13



Before we give examples, here is the reason why this notion will help us.

Proposition. Let S : Y → Y be quasi-conjugate to T : X → X .

(a) If T has a point with dense orbit, the so does S .

(b) If T has a dense set of periodic points then so does S .

(c) If T is chaotic then so is S .

Proof.

(a) Let x ∈ X have dense orbit under T . Consider y = φ(x) ∈ Y .

From

φ ◦ T = S ◦ φ

it follows that

φ ◦ T n = Sn ◦ φ.

Hence

orb(y, S) = {Sny : n ≥ 0} = {Sn ◦ φ(x) : n ≥ 0}
= {φ ◦ T n(x) : n ≥ 0} = φ

({T n(x) : n ≥ 0})

= φ(orb((x, T )).

Since orb(x, T ) is dense and φ has dense range, y has dense orbit under S .

(b) similarly.

(c) from (a) and (b). ¤

Exercise. Prove assertion (b).

In fact, implicitly, we have already used this result:

Let

Σ2 =
{

(xn)n∈N : xn ∈ {0, 1}
}

=

∞∏
n=1

{0, 1}.
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be the space of all 0-1-sequences, endowed with the product topology (the

topology of coordinatewise convergence).

Let

σ : Σ2 → Σ2, σ(x1, x2, x3, . . .) = (x2, x3, x4, . . .).

be the backward shift (in probability theory: the Bernoulli shift).

Then σ : Σ2 → Σ2 is a dynamical system (why?).

T : T→ T, z → z2 is quasi-conjugate to σ : Σ2 → Σ2.

In fact, let

φ : Σ2 → T, φ
(
(xn)n≥1) = exp

(
2πi

∞∑
n=1

xn

2n

)
.

Then φ is continuous (why?), surjective (why?) (but not injective - why?).

Moreover, we have essentially already shown that

T ◦ φ = φ ◦ S

(where?).

Consequence: in order to show that T is chaotic it suffices to show that S

has a dense orbit and a dense set of periodic points. This we essentially did...

Remark. An earlier example shows that sensitive dependence is not preserved

under topological conjugacy!
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Further examples.
(1) Consider

M : [0, 1) → [0, 1), x → 2x(mod1),

where we identify 0 with 1 . It is ’the same’ as

T : T→ T, z → z2.

In fact, a topological conjugacy is given by φ : [0, 1) → T, t → e2πit .

Thus, M is chaotic.

(2) Two popular families of dynamical systems are given by

• the logistic functions

Lµ : R→ R, x → µx(1− x).

• the quadratic functions

Qc : R→ R, x → x2 + c.

Exercise. Show that, any logistic system Lµ is conjugate to some quadratic

system Qc . (Hint: take φ of the form ax + b .)

(3) Of particular interest is the logistic function

L4 : [0, 1] → [0, 1], x → 4x(1− x),

restricted to [0, 1] .

0

0.2

0.4

0.6

0.8

1

0.2 0.4 0.6 0.8 1

x
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It is quasi-conjugate to M : [0, 1] → [0, 1],Mx = 2x(mod1) via

φ(x) = sin2(πx).

(do it!)

Thus, L4 is chaotic.

This is not obvious from the graph of L4 .

But one gets an idea from looking at its iterates Ln
4 , n = 2, 3, 4 .

Recall that x is periodic of period n iff Ln
4(x) = x .
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(3) Another popular dynamical system is given by the tent map

T2 : [0, 1] → [0, 1], x →
{

2x if 0 ≤ x ≤ 1
2,

2− 2x if 1
2 ≤ x ≤ 1.

0

0.2

0.4

0.6

0.8

1

0.2 0.4 0.6 0.8 1

x

Also the tent map is chaotic:

Exercise. Show that T2 and L4 are conjugate. (Hint: φ(x) = sin2(π
2x) .)
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1.5. The Birkhoff transitivity criterion

We turn to the other problem mentioned above:

Given a dynamical system, how do we see that it has a point with dense orbit?

The existence of such a point is not obvious!

By a famous result of Birkhoff (1920), in many situations, existence of a dense

orbit is equivalent to a formally much weaker condition.

Definition (topological transitivity). A dynamical system T : X → X

is called (topologically) transitive if, for any pair U, V of non-empty open

subsets of X , there exists some n ≥ 0 such that T n(U) ∩ V 6= ∅ .

Before continuing, let us note that transitivity is equivalent to a kind of inde-

composability of the system.

Exercise. Show that transitivity is equivalent to the following:

• X cannot be written as X = A∪B with disjoint subsets A,B such that

A is T -invariant and A and B have non-empty interior.

Now, if X has no isolated points, then transitivity is clearly weaker than the

existence of a dense orbit:

In fact, let x ∈ X have dense orbit under T. Let U, V 6= ∅ be open. Then

∃n ≥ 0 : T nx ∈ U.

But T nx has itself a dense orbit (why? X has no isolated points!).

Thus

∃k ≥ 0 : T k(T nx) ∈ V,

hence

T k(U) ∩ V 6= ∅.
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In many situations, the converse is also true:

Theorem (Birkhoff’s transitivity criterion). Let X be a separable com-

plete metric space X without isolated points and T : X → X a dynamical

system. Then the following assertions are equivalent:

(i) T is topologically transitive;

(ii) there exists some x ∈ X such that orb(x, T ) is dense in X .

In that case the set of points in X with dense orbit is a dense Gδ -set.

Proof of (i)⇒(ii).

The proof is simple if we use the Baire category theorem.

Let (yk) be a dense sequence in X . Then

orb(x, T ) dense ⇐⇒ ∀k∀m∃n : d(T nx, yk) < 1
m,

i.e.

D := {x ∈ X : orb(x, T ) dense}
=

⋂

k

⋂
m

⋃
n

T−n
({y ∈ X : d(y, yk) < 1

m}
)
.

By continuity of T , D is a countable intersection of open sets, i.e., a Gδ -set.

By the Baire category theorem, D is dense (in particular, non-empty) if, for

all k, m , ⋃
n

T−n
({y ∈ X : d(y, yk) < 1

m}
)

is dense,

i.e.

∀U 6= ∅ open ∃n : T n(U) ∩ {y ∈ X : d(y, yk) < 1
m} 6= ∅.

But that is clear from transitivity.¤
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Remark. There are mixed feelings on the Baire category theorem:

T. W. Körner:

”The Baire category theorem is a profound triviality”

E. H. Lieb, M. Loss (Preface to a book on ’Analysis’):

”Occasionally we have slick proofs, but we avoid unnecessary abstraction, such

as the use of the Baire category theorem”

But the Baire category theorem has a ’constructive’ proof, hence so has the

Birkhoff transitivity theorem.

Example. A new proof that

T : T→ T, z → z2

has a dense orbit:

Let U ⊂ T be open, non-empty.

Then U contains an arc γ of positive angle α .

The application of T to γ doubles this angle. Thus,

nα > 2π =⇒ T ⊂ T n(γ) ⊂ T n(U).

This is much stronger than transitivity.

We leave the following result as an exercise:

Proposition (continued...).
Let S : Y → Y be quasi-conjugate to T : X → X .

(d) If T is transitive, them so is S .

Remark. It has by now been generally accepted in the literature that, in

the definition of chaos for a general topological space, density of an orbit is

replaced by the notion of transitivity. For this course we shall stick to our

definition above.
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2. Hypercyclic and chaotic operators

So far, all our dynamical systems were non-linear.

If we believe Wikipedia, this has to be so if we want to observe chaos.

But this is not so:

There are linear chaotic maps!

Setting:

Let X be a

• Banach space

or, more generally,

• a topological vector space, that is, a vector space X endowed with a

topology such that the operations of addition,

X ×X → X, (x, y) → x + y,

and scalar multiplication,

K×X → X, (λ, x) → λx,

(K = R or C) are continuous. We shall usually assume that, in fact,

• X is a complete metric vector space, that is, its vector space topology is

induced by a complete metric d that is translation-invariant:

∀x, y, z ∈ X d(x, y) = d(x + z, y + z).

• Let T : X → X be a (continuous, linear) operator.
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Then

T : X → X

is a linear dynamical system.

Aim: find operators that have a dense orbit and a dense set of periodic points

−→ linear chaos.

2.1. A linear chaotic operator

Let f be an entire function, that is,

f : C→ C holomorphic.

We consider the operation of translation by 1 :

T : f (·) → f (· + 1).

This is obviously a linear operation, defined on

H(C) = the space of entire functions.

Thus we consider

T : H(C) → H(C), T f (z) = f (z + 1).

It is a (continuous linear) operator, if we consider in H(C) the topology of

uniform convergence on compact subsets. To define a corresponding metric

on H(C) , let

pn(f ) = sup
|z|≤n

|f (z)|, n ≥ 1,

and

d(f, g) =

∞∑
n=1

1

2n

pn(f − g)

1 + pn(f − g)
, f, g ∈ H(C).
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Then:

• d is a translation-invariant metric,

• fν → f ⇐⇒ ∀n ≥ 1 pn(f − fν) → 0

⇐⇒ fν → f uniformly on compact sets,

• d is a complete metric on H(C) .

The following simple fact will be useful:

• pn(f, g) < 1
2n =⇒ d(f, g) < 2

2n .

Exercise. Prove these assertions.

We first show that the translation operator T has a dense orbit (Birkhoff,

1929).

For this we need a crucial result from complex approximation theory.

It is well known that every continuous function on [0, 1] can be uniformly

approximated by polynomials (Weierstrass’ approximation theorem, 1885).

Less well known is the corresponding result for holomorphic functions.

The result is due to Runge (1885! PhD under Weierstrass 1880).

Theorem (Runge). Let K be a compact subset of C such that C \K is

a connected set (’K has no holes’).

If f is defined and holomorphic on a neighbourhood of K , then, for any

ε > 0 , there exists a complex polynomial p such that

sup
z∈K

|f (z)− p(z)| < ε.
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Corollary. H(C) is separable.

Proof. By Runge, every entire function f can be uniformly approximated on

any disk |z| ≤ n by a polynomial, hence also by a polynomial with ’rational’

coefficients (from Q + iQ).

And the set is polynomial with ’rational’ coefficients is countable.¤

Theorem (Birkhoff). The translation operator

T : H(C) → H(C), T f (z) = f (z + 1).

has a dense orbit.

What does this say?

Note that

T nf (z) = f (z + n).

Thus, by Birkhoff, there is an entire function f such that

{f (· + n) : n ≥ 0}
is dense in H(C) .

In other words:

There is an entire function f such that, for any entire function g , there is a

sequence (nk) of positive integers such that

f (z + nk) → g(z) uniformly on compact sets.
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Proof. We have seen that H(C) is a separable complete metric vector space.

As such it does not have isolated points.

Thus, by the Birkhoff transitivity theorem, it suffices to show that T is tran-

sitive.

Let U, V 6= ∅ be open sets in H(C) . Let f, g ∈ H(C) and ε > 0 be such

that

Uε(f ) := {h ∈ H(C) : d(f, h) < ε} ⊂ U,

Uε(g) ⊂ V.

Choose n such that
2

2n
< ε.

Now,

K := {|z| ≤ n} ∪ {|z − 3n| ≤ n}
is a compact set without holes.

We define on K

h(z) =

{
f (z) if |z| ≤ n,

g(z − 3n) if |z − 3n| ≤ n.

Then h is even holomorphic on a neighbourhood of K .

By Runge, there is a polynomial P such that

sup
z∈K

|h(z)− P (z)| < 1

2n
.
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In particular,

sup
|z|≤n

|f (z)− P (z)| < 1

2n
,

sup
|z−3n|≤n

|g(z − 3n)− P (z)| < 1

2n
.

The second inequality implies that

sup
|z|≤n

|g(z)− P (z + 3n)| < 1

2n
.

In other words,

pn(f, P ) <
1

2n
,

pn(g, T 3nP ) <
1

2n
,

hence

d(f, P ) <
2

2n
< ε =⇒ P ∈ U,

d(g, T 3nP ) <
2

2n
< ε =⇒ T 3nP ∈ V.

Thus

T 3n(U) ∩ V 6= ∅,

and T is transitive.¤
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Remark. We have based the proof of Birkhoff’s theorem (1929) on the Birk-

hoff transitivity theorem (1920).

This is not the original proof of Birkhoff.

He ’constructed’ a function f with dense orbit in the form

f (z) =

∞∑

k=0

Pk(z)

with certain polynomials Pk .

But recall that one can give a ’constructive’ proof of the Birkhoff transitivity

theorem. Applied this to Birkhoff’s theorem essentially gives his original proof.

Remark. Nobody has yet seen a ’concrete’ Birkhoff function.

But Voronin (1975) has shown that the Riemann ζ -function is almost a Birk-

hoff function in the right half of the critical strip:

Let g be holomorphic and zero-free in the disk |z| < 1
4 . Then there exists a

sequence (nk) of positive integers such that

ζ(z + 3
4 + nki) → g(z) uniformly on compact sets.
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What about periodic points for the translation operator T ?

They are easy to find; for example, every 1-periodic entire function (sin(2π·) ,. . . )
is a fixed point for T .

In order to get a dense set of periodic points let’s consider the functions

eλ(z) := eλz.

Then

T neλ(z) = eλ(z+n) = enλeλ(z).

Thus, eλ is a periodic point of T

⇐⇒ ∃n ∈ N : enλ = 1

⇐⇒ ∃n ∈ N, k ∈ Z : nλ = 2πik

⇐⇒ λ ∈ 2πiQ.

But these are already sufficiently many to give us a dense set.

We shall need the following:

Lemma. Let Λ ⊂ C be a set with an accumulation point. Then the set

span{eλ : λ ∈ Λ}
is dense in H(C) .
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Proof. By assumption there are

λn ∈ Λ such that λn → λ (λn 6= λ, n ≥ 1).

We write

eλnz = eλze(λn−λ)z = eλz + eλz(λn − λ)z + eλz (λn − λ)2z2

2!
+ . . . . (1)

Thus,

eλnz → eλz uniformly on compact sets,

(which is clear, anyway), hence

eλz ∈ span{eλnz : n ≥ 1}.
Next, (1) shows that

eλnz − eλz

λn − λ
→ zeλz uniformly on compact sets,

hence

zeλz ∈ span{eλnz : n ≥ 1}.
We continue:

eλnz−eλz

λn−λ − zeλz

λn − λ
→ z2

2
eλz uniformly on compact sets,

etc...

Thus,

zkeλz ∈ span{eλnz : n ≥ 1}, k ≥ 0.

Now let f ∈ H(C) . Then

f (z) = eλz
(
e−λzf (z)

)
= eλz

( ∞∑

k=0

akz
k
)

=

∞∑

k=0

akz
keλz ∈ span{eλnz : n ≥ 1}.

¤
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Corollary. The translation operator

T : H(C) → H(C), T f (z) = f (z + 1).

has a dense set of periodic points.

Proof. We have seen that

eλ, λ ∈ 2πiQ,

are periodic for T .

But 2πiQ has accumulation points in C .

By the lemma, T has a dense set of periodic points.¤

Corollary. The translation operator

T : H(C) → H(C), T f (z) = f (z + 1).

is a linear chaotic operator.
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2.2. Hypercyclic and chaotic operators

We introduce the terminology that is used in linear dynamics.

Definition (Beauzamy 1986). Let X be a topological vector space. An

operator T : X → X is said to be hypercyclic if it has a dense orbit, that is,

if there is some x ∈ X such that

orb(x, T ) = {T nx : n ∈ N0} is dense in X .

Any such vector is called a hypercyclic vector for T . The set of hypercyclic

vectors is denoted by

HC(T ).

Five years later, Godefroy and Shapiro adopted Devaney’s definition also for

linear chaos.

Definition (Godefroy, Shapiro 1991). Let X be a complete metric vector

space. An operator T : X → X is called chaotic, if

(i) T is hypercyclic;

(ii) T has a dense set of periodic points.

We have seen that chaos (in this sense) implies sensitive dependence on in-

itial conditions. However, Godefroy and Shapiro have shown that, for linear

operators, density of some orbit already suffices:

Proposition. Let T : X → X be a hypercyclic operator on a complete

metric vector space.

Then T has sensitive dependence on initial conditions (with respect to any

translation-invariant metric that induces the topology of X ).
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Proof. Let d be such a metric on X .

Let x ∈ X, ε > 0 . We show that, for any δ > 0 , T satisfies the sensitivity

condition

∃ y, n : d(x, y) < ε, d(T nx, T ny) > δ.

Consider the open sets

U = {z ∈ X ; d(0, z) < ε}, V = {z ∈ X ; d(0, z) > δ}.

Since X has no isolated points, hypercyclicity implies transitivity.

Hence there is n ∈ N with T n(U) ∩ V 6= ∅ , that is

∃n ∈ N, z ∈ X : d(0, z) < ε, d(0, T nz) > δ.

Let

y = x + z.

Then

d(x, y) = d(x, x + z) = d(0, z) < ε and

d(T nx, T ny) = d(T nx, T n(x + z))) = d(0, T nz) > δ.

¤ .

(Linear) chaos has two ingredients: density of some orbit and density of the

set of periodic points.

In the non-linear case, the second condition is difficult to verify (what is T n?)

In the linear case we have a characterization that is often easily computable,

provided the scalar field is C .
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Proposition. If X is a vector space over C and T : X → X is a linear

mapping then the set of periodic points of T is given by

span{x ∈ X : Tx = λx for some λ such that λn = 1 for some n ∈ N}
= span

⋃

q∈Q
Eig(T, e2πiq).

Proof. If

Tx = λx, λn = 1,

then

T nx = λnx = x.

And a linear combination of periodic points is again periodic (why?).

Conversely, suppose that

T nx = x.

We decompose the complex polynomial zn − 1 into a product of monomials

zn − 1 = (z − λ1)(z − λ2) . . . (z − λn).

Observe that the roots λi , i = 1, . . . , n, are all different.

Substituting z by T gives

T n − I = (T − λ1I)(T − λ2I) . . . (T − λnI).

Now, the complex polynomials

pk(z) :=
∏

j 6=k

(z − λj), k = 1, . . . , n

form a basis of the space of complex polynomials of degree strictly less than

n (why?).
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In particular there are αk ∈ C , k = 1, . . . , n, such that

1 =

n∑

k=1

αkpk(z),

hence

I =

n∑

k=1

αkpk(T ).

Define

yk = pk(T )x.

Then

(T − λk)yk = (T − λk)pk(T )x =

n∏
j=1

(T − λjI)x = (T n − I)x = 0,

so that

x = Ix =

n∑

k=1

αkpk(T )x =

n∑

k=1

αkyk ∈

span{x ∈ X : Tx = λx for some λ such that λn = 1 for some n ∈ N}.
¤

This shows: at least in the complex case, finding periodic points amounts to

finding eigenvectors to suitable eigenvalues.

This is also a first hint that eigenvectors play an important role in linear

dynamics...
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Example. We consider the backward shift

B : `2 → `2, (x1, x2, x3, . . .) → (x2, x3, x4, . . .)

on the complex Hilbert space

`2 =
{

(xk)k≥1 :

∞∑

k=1

|xk|2 < ∞
}

,

endowed with the norm

‖x‖2 :=
( ∞∑

k=1

|xk|2
)1/2

.

Let T be a multiple of B :

T = µB, µ 6= 0.

The eigenvectors are easy to determine: Tx = λx amounts to

µ(x2, x3, x4, . . .) = λ(x1, x2, x3, . . .),

hence

xk+1 =
λ

µ
xk, k ≥ 1.

This recursion has the solution

xk =
(λ

µ

)k−1

x1,

hence

x = x1

(
1,

λ

µ
,
(λ

µ

)2

,
(λ

µ

)3

, . . .
)
.

This belongs to `2 if and only if

|λ| < |µ|.
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This shows that there are no periodic points if |µ| ≤ 1 , because in that

case there are no eigenvectors of modulus 1.

Conversely, for |µ| > 1 , the set of periodic points of T is dense in `2 .

By the previous proposition one has to show that

span
{(

1,
λ

µ
,
(λ

µ

)2

, . . .
)

: λn = 1 for some n ∈ N
}

is dense in `2 .

It suffices to show that its orthogonal complement is {0} .

Thus we have to show: if y ∈ `2 such that

〈x, y〉 =

∞∑

k=1

(λ

µ

)k−1

yk = 0 whenever λn = 1 for some n ∈ N

then y = 0 .

But

φ(z) =

∞∑

k=1

(z

µ

)k−1

yk

defines a function that is holomorphic in |z| < |µ| .
By our assumption it vanishes on the points e2πiq, q ∈ Q, of the unit circle.

Since these points have an accumulation point, the identity theorem for ho-

lomorphic functions tells us that φ = 0 , hence

yk = 0, k ≥ 1,

that is

y = 0.

We summarize:
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Proposition. The operator

T = µB : `2 → `2, (x1, x2, x3, . . .) → µ(x2, x3, x4, . . .)

has

• no periodic points if |µ| ≤ 1 ,

• a dense set of periodic points if |µ| > 1 .

Exercise. Show that the result remains true in the Banach sequence spaces

`p, 1 ≤ p < ∞, of p-summable sequences and c0 of convergent-to-0 se-

quences. (Hint: use a Hahn-Banach argument.)

Remark. We shall see later that, for |µ| > 1 , these maps are even chaotic.

2.3. Linear vs. non-linear and finite vs. infinite

We have seen that chaos can also occur for linear maps.

Why is this fact not generally known?

Possibly because it can only arise in infinite-dimensional systems.

This fact can be proved in various ways. A short proof is based on an eigen-

value investigation:

hypercyclicity prevents eigenvalues of the adjoint.

Let T : X → X be an operator on a metric vector space X .

The dual X∗ of X is the space of continuous linear functionals on X .
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The adjoint T ∗ : X∗ → X∗ of T is defined as follows:

for y∗ ∈ X∗ let T ∗y∗ ∈ X∗ be such that (T ∗y∗)(x) = y∗(Tx).

Proposition. Let T : X → X be a hypercyclic operator. Then the adjoint

T ∗ has no eigenvalue.

Proof. Suppose, on the contrary, that

T ∗y∗ = λy∗, y∗ 6= 0,

and that T has a hypercyclic vector x .

Then

y∗(T nx) = ((T ∗)ny∗)(x) = λn y∗(x), n ≥ 1.

But this is not possible:

• the left hand side is dense in K = R or C as n varies over N , because

y∗ 6= 0 and x is hypercyclic;

• the right hand side is of the form λnc with a constant c ∈ K. But this is

never dense in K = R .

Contradiction.¤

Corollary. No linear operator on CN is hypercyclic. A fortiori, no linear ope-

rator on CN is chaotic.

Proof. A linear operator on CN is given by an N ×N -matrix.

Its adjoint is given by the transposed matrix.

But every complex matrix possesses an eigenvalue.¤
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With a little more effort, the same result can be proved for RN .

Exercise. Let T : KN → KN be linear, where K = R or C .

(a) Show that, if T has a dense set of periodic points then there is some

n ≥ 1 such that T n = I , the identity operator. (Hint: First deduce that KN

has a basis consisting of periodic points. Then show that there is some n ≥ 1

such that each basis vector has period n .)

(b) Deduce from (a) a new proof that no linear operator on KN can be chao-

tic.

Remark. Since every metric vector space of finite dimension is isomorphic to

some RN or CN , no such space supports a hypercyclic operator (and even

less so a chaotic operator).

As a corollary one obtains an interesting result on dense orbits in any space.

Corollary. Let X be a metric vector space, T : X → X an operator. If

x ∈ X is a hypercyclic vector then its orbit is linearly independent.

Exercise. Prove this result. (Hint: Show that, if the orbit is not linearly in-

dependent, then it lies in a finite-dimensional T -invariant subspace Y of X .

But then T would be hypercyclic on Y .)

As to the comparison of non-linear with non-linear chaos we want to address

one more question:

Does the linearity of a map make its dynamical structure much simpler?

The answer is: NO!

39



Theorem (Feldman 2001).
Let f : K → K be any (non-linear) dynamical system on a compact metric

space K .

Then there exists an operator T on a separable Hilbert space H and a

T -invariant compact subset L ⊂ H such the systems f : K → K and

T |L : L → L are topologically conjugate.

In fact, one can take the same operator T (with, of course, different L) for

any map f : K → K .

The ’universal’ operator T can be taken essentially as a multiple of a back-

ward shift:

Let

H = `2(`2)

be the space of sequences

(xn) such that each xn, n ≥ 1, belongs to `2

such that

‖x‖ :=
( ∞∑

n=1

‖xn‖2
`2

)1/2

< ∞.

Let B be the backward shift operator

B : `2(`2) → `2(`2), B(x1, x2, x3, . . .) = (x2, x3, x4, . . .),

and we define T by

T = 2B.

This operator works.
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Proof.

STEP 1: Define a suitable embedding φ : K → `2(`2) .

First we can assume that the metric is bounded by 1 (else, replace d by the

equivalent metric d′(x, y) = d(x,y)
1+d(x,y)) .

As a compact metric space, K is separable: Let (yk) be a dense sequence.

Then, define for x ∈ K

φ(x) =

(( 1

2k+n
d(yk, f

n(x))
)

k

)

n

∈ `2(`2).

Then φ : K → `2(`2) is continuous, for

‖φ(x)− φ(y)‖2 =
∑

k,n

1

22(k+n)
|d(yk, f

n(x))− d(yk, f
n(y))|2

≤
∑

k,n≤N

1

22(k+n)
|d(yk, f

n(x))− d(yk, f
n(y))|2

+
∑

k>N or n>N

4

22(k+n)

can be made arbitrarily small by first choosing N large, then y close to x by

continuity of f .

Also, φ is injective, for φ(x) = φ(y) implies that

1

2k
d(yk, x) =

1

2k
d(yk, y) for all k ≥ 1 ,

hence x = y by density of the yk .

As a continuous injection on a compact space, φ is a homeomorphism onto

a compact subset, L say, of `2(`2) .
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STEP 2: We show that φ ◦ f = (2B) ◦ φ . In fact,

φ(f (x)) =

(( 1

2k+n
d(yk, f

n+1(x))
)

k

)

n

= 2

(( 1

2k+n+1
d(yk, f

n+1(x))
)

k

)

n

= (2B)(φ(x)),

which, in addition, also shows that

(2B)(L) = (2B)(φ(K)) = φ(f (K)) ⊂ φ(K) = L,

so that

2B : L → L.

¤

In summary we have found that

Linear chaos exists;

Linear chaos is an infinite-dimensional phenomenon;

Linear dynamics can be as complicated as non-linear dynamics.

2.4. The set of hypercyclic vectors

Let

T : X → X

be a hypercyclic operator on a complete metric vector space.

By Birkhoff’s transitivity theorem, the set

HC(T )

of hypercyclic vectors is always a dense Gδ -set.
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This has a simple consequence:

Proposition.
Let T : X → X be a hypercyclic operator.

Then every vector in X is the sum of two hypercyclic vectors, that is,

X = HC(T ) + HC(T ).

Proof. Take x ∈ X . Then

HC(T ) and x−HC(T ) are dense Gδ -sets.

By the Baire category theorem, also

HC(T ) ∩ (
x−HC(T )

)

is a dense Gδ -set, in particular non-empty.

Thus there are

y, z ∈ HC(T )

such that

y = x− z,

hence

x = y + z.

¤

As a consequence,

HC(T ) ∪ {0}
is never a linear space, unless

X = HC(T ) ∪ {0},
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that is, unless every non-zero vector is hypercyclic.

The latter is extremely rare, but it can happen:

Theorem (Read, 1988).
There is an operator on `1 for which every non-zero vector is hypercyclic.

What makes this result difficult is that we want the operator to be defined on

a complete space. Without this requirement there are plenty of examples, as

we shall see below.

Thus,

HC(T ) ∪ {0}
is rarely a linear space.

But it always contains a dense vector subspace!

Theorem (Bourdon). Any hypercyclic operator on a complete metric vector

space admits a dense linear subspace of vectors consisting of, except for zero,

hypercyclic vectors.

Proof. Let x be a hypercyclic vector for T : X → X .

We consider

Y = span orb(x, T ).

Then any y ∈ Y has the form

y =

n∑

k=0

akT
kx

with coefficients ak ∈ K , hence

y = P (T )x with P (T ) =
∑n

k=0 akT
k .
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Let y 6= 0 . Then P (T ) 6= 0 .

Suppose that we can show that

P (T ) : X → X

has dense range.

Then

T ny = T nP (T )x = P (T )(T nx)

is dense in X (as n varies over N) because x is hypercyclic.

Thus y is hypercyclic, so that

Y \ {0} ⊂ HC(T ).

And Y is dense because it contains

orb(x, T ).

¤

To finish the proof it remains to show the following.

Lemma. If T is a hypercyclic operator then, for any non-zero polynomial P ,

P (T ) has dense range.

Proof. We give the proof only in the case of a complex normed space.

In the complex case, P decomposes into linear factors

P (z) = c(z − λ1) . . . (z − λn),

hence

P (T ) = c(T − λ1I) . . . (T − λnI).

45



Thus it suffices to show that each operator

T − λI, λ ∈ C,

has dense range.

This is an application of the Hahn-Banach theorem:

If

ran(T − λI) = {Tx− λx : x ∈ X}
was not dense, there would exist a continuous linear functional y∗ 6= 0 on X

that vanishes on Y , that is

y∗(Tx− λx) = 0, for all x ∈ X ,

hence

(T ∗y∗)x = y∗(Tx) = λy∗(x) for all x ∈ X ,

hence

T ∗y∗ = λy∗,

so that y∗ would be an eigenvector for the adjoint T ∗ .

But we have already seen that this is impossible.¤
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Remark. (a) Let T : X → X be a linear operator on a complex Banach

space (say). Suppose that x ∈ X is hypercyclic for T . Let

Y = span orb(x, T ).

Since Y is T -invariant, we can define the operator

T |Y : Y → Y.

The proof of Bourdon’s theorem implies that each non-zero vector in Y is

hypercyclic for T |Y .

This gives us plenty of examples of operators for which every non-zero vector

is hypercyclic. What makes Read’s theorem special is that his underlying space

is complete.

(b) We remark that Bourdon’s theorem, in fact, holds in full generality, that

is, for all hypercyclic operators on all topological vector spaces.
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3. The Hypercyclicity Criterion

Given an operator

T : X → X,

how do we see that it is hypercyclic?

How do we see that it is chaotic?

As we have proved in the previous section, finding periodic points amounts to

finding eigenvectors to certain eigenvalues.

Thus, showing that an operator has a dense set of periodic points is a well-

defined and, often, easily feasible task.

We can therefore concentrate on the first question:

When is an operator hypercyclic?

By Birkhoff’s transitivity theorem, it suffices to show that the operator is to-

pologically transitive.

But even that can, at times, be difficult.

Thus, we are looking for new, possibly only sufficient, but easily applicable

hypercyclicity criteria.

Here is one:

3.1. The Kitai-Gethner-Shapiro Criterion

The following was obtained in Carol Kitai’s PhD thesis (1982) and, indepen-

dently, by Gethner and Shapiro (1987).
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Theorem (Kitai-Gethner-Shapiro). Let T : X → X be an operator on

a complete metric vector space.

Suppose that there are dense subsets Y0, Y1 ⊂ X , and a map S : Y1 → Y1 ,

such that

(i) T nx → 0 for each x ∈ Y0 ,

(ii) Sny → 0 for each y ∈ Y1 , and

(iii) TSy = y for each y ∈ Y1 ,

then T is hypercyclic.

Proof. By the Birkhoff transitivity theorem, we need only show that T is

transitive.

Thus, let

U, V 6= ∅ be open subsets of X .

By density of Y0 and Y1 one can find points

y0 ∈ Y0 ∩ U, y1 ∈ Y1 ∩ V.

Thus, using (iii)

T n(y0 + Sny1) = T ny0 + T nSny1 = T ny0 + y1.

Now, by (i) and (ii),

y0 + Sny1 → y0 and T ny0 + y1 → y1.

Thus, if n is sufficiently large,

y0 + Sny1 ∈ U and T ny0 + y1 ∈ V,

hence

T n(U) ∩ V 6= ∅.

¤
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We stress that the mapping S need not have any structure: it need not be

linear, nor continuous.

In spite of its slight appearance of technicality, this criterion tells us what to do:

• find a dense set on which the orbit of T tends to 0;

• find a dense set on which T has a right inverse S , and such that

• the orbit of S on that set tends to 0.

Let’s consider some applications.

We have already seen that the multiple of the backward shift operator,

T : `p → `p, (x1, x2, x3, . . .) → µ(x2, x3, x4, . . .), 1 ≤ p < ∞,

has

• a dense set of periodic points if |µ| > 1 ;

• no periodic point if |µ| ≤ 1 .

How about hypercyclicity?

If |µ| ≤ 1 then, for all x ∈ `p ,

‖Tx‖ = |µ|‖(x2, x3, x4, . . .)‖ ≤ ‖x‖,
hence

‖T nx‖ ≤ ‖x‖, n ≥ 1.

Thus, every orbit is bounded, so that T cannot be hypercyclic if |µ| ≤ 1 .

In all other cases, T is hypercyclic, as was shown by Rolewicz in 1969:
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Theorem (Rolewicz). Let 1 ≤ p < ∞ and |µ| > 1 . Then the operator

T : `p → `p, (x1, x2, x3, . . .) → µ(x2, x3, x4, . . .),

is hypercyclic.

Proof. We follow the Kitai-Gethner-Shapiro program:

It is easy to find a dense set on which the orbit of T tends to 0 :

The ’finite’ sequences

x = (x1, x2, . . . , xN , 0, 0, . . .)

form a dense set in `p , and we have

T nx = 0 for n ≥ N ,

hence

T nx → 0, n →∞.

Next, T even has a right inverse on the whole space:

S : (x1, x2, x3, . . .) → 1

µ
(0, x1, x2, x3, . . .)

(note that T is not invertible because it is not injective).

Finally,

Snx =
1

µn
(0, 0, . . . , 0, x1, x2, x3, . . .) (n zeros),

hence

‖Snx‖ =
1

|µ|n‖x‖ → 0,

even for all x ∈ `p .

Altogether, T is hypercyclic.¤
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Corollary. The operators

T : `p → `p, (x1, x2, x3, . . .) → µ(x2, x3, x4, . . .), |µ| > 1,

are chaotic.

We turn to another classical operator, the differentiation operator

T : H(C) → H(C), f → f ′

on the space of entire functions.

In 1952, MacLane showed that this operator is hypercyclic. In fact, he used

a construction to find an entire function with dense orbit. We shall use here

our criterion.

Theorem (MacLane). The operator

D : H(C) → H(C), f → f ′

is hypercyclic.

Proof. Again, a dense set of functions with orbits tending to zero is easily

found.

By Runge’s theorem, the polynomials form a dense set in H(C) .

But if P is a polynomial of degree N , then

DnP = 0 for n ≥ N + 1 ,

hence

DnP → 0 as n →∞ .

A right inverse, even on all of H(C) , is also obvious:

S : H(C) → H(C), (Sf )(z) =

∫ z

0

f (w)dw.
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And the orbits of any polynomial under S tend to zero. By linearity of S it

suffices to show this for all monomials

zN .

We have,

Sn(zN) = N !
zN+n

(N + n)!
.

Since, for all R > 0 ,

sup
|z|≤R

∣∣∣ zN+n

(N + n)!

∣∣∣ =
RN+n

(N + n)!
→ 0

the orbit of zN under S tends to 0 in H(C) .¤

But differentiation is even chaotic:

Theorem. The operator

D : H(C) → H(C), f → f ′

is chaotic.

Proof. Eigenvectors of D are easy to come by. We had earlier defined

eλ(z) = eλz.

Then

Deλ = λeλ.

By a previous result, the set of periodic points is exactly the span of the

eigenvectors to eigenvalues of the form

λ = e2πiq, q ∈ Q.

For D , this is therefore

span{eλ : λ = e2πiq, q ∈ Q}.
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Since the points e2πiq, q ∈ Q, have an accumulation point, this span is dense

(see Section 2.1).¤

One may wonder if Birkhoff’s result on the hypercyclicity of the translation

operator

T : H(C) → H(C), (Tf )(z) = f (z + 1)

can also be proved using the Kitai-Gethner-Shapiro criterion.

The answer is: yes, but the dense sets Y0 and Y1 are less obvious now.

While one clearly chooses as right inverse the translation to the right

S : H(C) → H(C), (Sf )(z) = f (z − 1),

for the subspaces one can choose

Y0 = Y1 = span{fm,k : k ≥ 1,m ≥ 0},
where

fm,k(z) = zm
(sin(z/k)

z/k

)m+1

.

Exercise. Show that, with this choice, the Kitai-Gethner-Shapiro criterion is

satisfied. (Hint: for the density of Y0 = Y1 let k →∞ , and use the fact that

the polynomials are dense in H(C) .)

Thus it appears that, for Birkhoff’s operator, our original proof using the Birk-

hoff transitivity theorem and Runge’s theorem was simpler and more natural.

Yet another proof will be given in Section 3.3.
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Remark. As is to be expected, not every hypercyclic operator satisfies the

conditions of the Kitai-Gethner-Shapiro criterion. But it requires a little work

to come up with a counter-example.

Thus it is of interest to weaken the conditions.

3.2. The Hypercyclicity Criterion

A weakening of the Kitai-Gethner-Shapiro criterion is easily available when we

study its proof carefully.

The analysis shows that it suffices that

• the conditions hold only for a subsequence (nk) instead of the full sequence,

• the iterates Sn : Y1 → Y1 of a single map can be replaced by an arbitrary

sequence Sn : Y1 → X ,

• the right inverse condition ’TS = I on Y1 ’ can be replaced by an asym-

ptotic condition ’T nSn → I on Y1 ’.

Altogether we obtain the famous Hypercyclicity Criterion due to Bès and Peris

(1999):
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Theorem (Hypercyclicity Criterion). Let T : X → X be an operator

on a complete metric vector space.

Suppose that there are dense subsets Y0, Y1 ⊂ X , an increasing sequence

(nk) of positive integers and mappings Sn : Y1 → X, n ≥ 1, such that

(i) T nkx → 0 for each x ∈ Y0 ,

(ii) Snk
y → 0 for each y ∈ Y1 , and

(iii) T nkSnk
y → y for each y ∈ Y1 ,

then T is hypercyclic.

Exercise. Prove the Hypercyclicity Criterion.

But now the conditions for hypercyclicity have become so weak that it is no

longer clear if they are not also necessary for hypercyclicity. In fact, the follo-

wing problem arose:

Problem (Bès/Peris, León/Montes, 1999.) Let X be a complete me-

tric vector space (a Banach space, a Hilbert space). Does every hypercyclic

operator on X satisfy the Hypercyclicity Criterion?

Over the last decade, a lot of effort has been put into answering that question.

At the outset, Bès and Peris (1999) realized a highly unexpected connection

with another well-known but apparently unrelated problem in hypercyclicity.

To understand this question we need some preparation.
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To any operator

T : X → X

one can associate its direct sum

T ⊕ T : X ×X → X ×X, (x, y) → (Tx, Ty),

where X × X carries the product topology. For example, if X carries the

metric d then the topology of X ×X is induced by

d̃((x1, x2), (ξ1, ξ2)) = d(x1, ξ1) + d(x2, ξ2).

Now, periodic points carry over immediately from T to T ⊕ T , as is easy to

see.

Proposition.

(a) If x and y are periodic for T then (x, y) is periodic for T ⊕ T .

(b) If T has a dense set of periodic points then so does T ⊕ T .

But what about hypercyclicity? This question was first posed by Herrero.

Problem (Herrero, 1992). Let X be a complete metric vector space (a

Banach space, a Hilbert space). If T : X → X is hypercyclic, is then also

T ⊕ T hypercyclic?

What does that question ask for exactly?
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Suppose that x is a hypercyclic vector for T , that is,

for every y ∈ X, ε > 0, there is some n ∈ N0 such that d(y, T nx) <

ε .

Do then exist two (necessarily T -hypercyclic) vectors x1, x2 such that

for every y1, y2 ∈ X, ε > 0, there is some n ∈ N0 such that

d(y1, T
nx1) < ε and d(y2, T

nx2) < ε .

The answer would be ’yes’ if we allowed different exponents n1, n2 .

Note also that the choice x1 = x2 = x does not work. In a way, the two

T -hypercyclic vectors x1 and x2 need to be ”very independent”.

Looking at it from this angle there seems to be no reason why Herrero’s ques-

tion should have a positive answer.

On the other hand, if T satisfies the Hypercyclicity Criterion, then the answer

is affirmative! This follows from the simple fact that also T ⊕ T satisfies the

Hypercyclicity Criterion and that X ×X is a also a complete metric vector

space.

Exercise. Show that T ⊕ T satisfies the Hypercyclicity Criterion if T does.

Now, what Bès and Peris (1999) have found is that Herrero’s question only

has a positive answer if every hypercyclic operator satisfies the Hypercyclicity

Criterion. More precisely:
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Theorem (Bès, Peris). Let X be a complete metric vector space, and

T : X → X an operator. Then the following assertions are equivalent.

(a) T satisfies the Hypercyclicity Criterion.

(b) T ⊕ T is hypercyclic.

Proof. It remains to show that (b)=⇒(a).

We introduce an intermediate condition:

(c) There exists a hypercyclic vector x0 for T , a sequence (xk)k≥1 in X

with xk → 0 and an increasing sequence (nk) of positive integers such

that

T nkx0 → 0 and T nkxk → x0.

We shall show that (b)=⇒(c)=⇒(a).

(b)=⇒(c). Let (x0, y0) be hypercyclic for T ⊕ T .

Then x0 is necessarily hypercyclic for T .

We set xk = y0
k , k ≥ 1 . Then, xk → 0 .

Also, for any k ∈ N , (x0, xk) is hypercyclic for T ⊕ T (why?).

Hence there are positive integers nk such that

d(T nkx0, 0) <
1

k
and d(T nkxk, x0) <

1

k
.

And we can choose the nk increasing.

(c)=⇒(a). We set

Y0 = Y1 := {T nx0 : n ∈ N}.
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By hypercyclicity of x0 , Y0 = Y1 is dense.

We define the mappings

Snk
: Y1 → X, Snk

(T nx0) = T nxk.

(This is well-defined because the T nx0 are pairwise distinct.)

It remains to show that conditions (i), (ii) and (iii) of the Hypercyclicity Cri-

terion are satisfied.

(i) For any n ≥ 1 ,

T nk(T nx0) = T n(T nkx0) → 0, k →∞,

because T nkx0 → 0 .

(ii) For any n ≥ 1 ,

Snk
(T nx0) = T nxk → 0, k →∞,

because xk → 0 .

(iii) For any n ≥ 1 ,

T nkSnk
(T nx0) = T nk(T nxk) = T n(T nkxk) → T nx0, k →∞,

because T nkxk → x0 .¤

The Hypercyclicity Criterion is therefore equivalent to the fact that T ⊕ T is

transitive, that is,

∀U1, V1, U2, V2 6= ∅ open in X ∃n ∈ N :

T n(U1) ∩ V1 6= ∅, T n(U2) ∩ V2 6= ∅.

The latter condition can be considerably weakened.
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Theorem (Bernal, GE). Let X be a complete metric vector space, and

T : X → X an operator. Then T satisfies the Hypercyclicity Criterion if and

only if the following condition (GS) is satisfied

∀U, V, W 6= ∅ open in X with 0 ∈ W ∃n ∈ N :

T n(U) ∩W 6= ∅, T n(W ) ∩ V 6= ∅.

Note. This conditions appeared first in a paper by Godefroy and Shapiro,

who showed that it implies hypercyclicity.

Proof. By the remark preceding the theorem it suffices to prove sufficiency of

condition (GS).

STEP 1. The condition implies that T is transitive, and hence hypercyclic.

For, if U ′, V ′ 6= ∅ are open sets, they contain certain 2ε-neighbourhoods

U ′ ⊃ U2ε(x
′), V ′ ⊃ U2ε(y

′).

Applying (GS) to Uε(x
′), Uε(y

′), Uε(0) we find x1, x2 and some n ∈ N with

d(x1, x
′) < ε, d(T nx1, 0) < ε,

d(x2, 0) < ε, d(T nx2, y
′) < ε,

hence

d(x1 + x2, x
′) ≤ d(x1 + x2, x1) + d(x1, x

′) = d(x2, 0) + d(x1, x
′) < 2ε,

d(T n(x1 + x2), y
′) ≤ d(T n(x1 + x2), T

nx2) + d(T nx2, y
′)

= d(T nx1, 0) + d(T nx2, y
′) < 2ε,

which implies that

x1 + x2 ∈ U ′, T n(x1 + x2) ∈ V ′.
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STEP 2. We show that condition (c) of the previous proof holds.

With step 1, it follows from transitivity that HC(T ) is a dense Gδ -set.

On the other hand, we consider the set

M = {x ∈ X : ∃(xk) → 0,∃(nk) : T nkx → 0, T nkxk → x}.
We have

M =
⋂

k

⋃
n

{x ∈ X : d(T nx, 0) < 1
k , ∃ξ : d(ξ, 0) < 1

k , d(T nξ, x) < 1
k}.

By (GS) and the Baire category theorem, M is a dense Gδ -set (why?).

It follows, again with the Baire category theorem, that

M ∩HC(T ) 6= ∅.

Thus there is a hypercyclic vector x0 in M .

This shows that condition (c) in the proof of the Theorem of Bès and Peris

is satisfied, which implies that T satisfies the Hypercyclicity Criterion.¤

As an application of this result we have:

Theorem. Any chaotic operator on a complete metric vector space satisfies

the Hypercyclicity Criterion.

In that case, by the Bès-Peris theorem, T ⊕ T is also hypercyclic. But we

have already noted that T ⊕T also has a dense set of periodic points. Hence:

Corollary. If T is a chaotic operator on a complete metric vector space then

T ⊕ T is also chaotic.
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Proof of the Theorem. We verify condition (GS) for T .

Thus let U, V, W 6= ∅ be open in X with 0 ∈ W .

First, there exists a hypercyclic vector y0 ∈ V . Then also yk = y0
k , k ≥ 1,

is hypercyclic; so we can find an increasing sequence of positive integers with

T nkyk → y0 . In addition, yk → 0 .

Secondly, by chaoticity, there is a periodic point x0 ∈ U . Since the se-

quence (T nkx0) takes only finitely many values, it has a constant subsequence.

W.l.o.g. let

T nkx0 = z for all k ∈ N .

Finally, by hypercyclicity of y0 , there is some N ∈ N with

z + TNy0 ∈ W.

We now collect: if k is sufficiently big we obtain, simultaneously,

• x0 + TNyk ∈ U ;

• T nk(x0 + TNyk) = T nkx0 + TN(T nkyk) = z + TN(T nkyk) ∈ W ;

• yk ∈ W ;

• T nkyk ∈ V .

This shows that (GS) holds.¤

The question remains: Does every hypercyclic operator satisfy the Hypercy-

clicity Criterion?

In 2007, the answer was finally shown to be: No!
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Theorem.

(a) (de la Rosa, Read). There is a hypercyclic operator on a Banach space

that does not satisfy the Hypercyclicity Criterion.

(b) (Bayart, Matheron). This is, in particular, true on any separable Hilbert

space and on any of the spaces `p, 1 ≤ p < ∞, and c0 .

The proofs are highly non-trivial.

We add that, as a consequence of a result of Herzog and Lemmert (1993),

every hypercyclic operator on the space

ω := CN,

endowed with the product topology, satisfies the Hypercyclicity Criterion.

But ω is well-known to be a pathological space in Hypercyclicity.

3.3. An eigenvalue criterion

We shall derive another criterion for hypercyclicity and chaos.

While it has stronger assumptions than our previous criteria, it is easily app-

licable when it works.

We have already noted the relevance of eigenvectors for periodic points. We

now see that they can also lead to hypercyclicity, as was first observed by

Godefroy and Shapiro (1991).
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Theorem (Eigenvalue Criterion). Let T : X → X be an operator on a

complete metric vector space.

(a) If the subspaces

span{x ∈ X : Tx = λx for some λ with |λ| < 1},
span{x ∈ X : Tx = λx for some λ with |λ| > 1}

are both dense then T is hypercyclic.

(b) If, in addition, the subspace

span{x ∈ X : Tx = λx for some λ = e2πiq, q ∈ Q}
is dense then T is chaotic.

The usefulness of this criterion is obvious:

• one often knows how to find eigenvectors,

• density of a span can often by tested by a Hahn-Banach argument.

Proof. (a) We show that the conditions of the Kitai-Gethner-Shapiro criterion

are satisfied.

(i) Let Y0 denote the first subspace. It is dense by assumption.

Let x ∈ Y0 . If

Tx = λx, |λ| < 1

then

T nx = λnx → 0.

In general, x ∈ Y0 is a linear combination of such vectors. Hence also, by

linearity,

T nx → 0.
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(ii/iii) Let Y1 denote the second subspace. It is dense by assumption.

There is a slight technical problem with the definition of S . To overcome this,

we provide ourselves with an algebraic basis of Y1 so that each basis vector

is an eigenvector of modulus greater than 1.

On any basis vector x ∈ Y1 we then define

Sx =
1

λ
x if Tx = λx.

And we extend S by linearity.

Clearly,

S : Y1 → Y1 and TSx = x for all x ∈ Y1 .

Also, for any basis vector

Snx =
1

λn
x → 0,

hence, by linearity, for all x ∈ Y1 ,

Snx → 0.

(b) This is clear: we have already seen that the given subspace coincides with

the space of periodic points for T . ¤

Before giving an application we note that there are hypercyclic operators

without any eigenvectors. In that case, trivially, the eigenvalue criterion is not

applicable.
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Exercise. Consider the (bilateral) backward shift

B : `1(v,Z) → `1(v,Z), (xk)k∈Z → (xk+1)k∈Z,

where `1(v,Z) is the weighted bilateral sequence space defined by

`1(v,Z) = {(xk)k∈Z : ‖x‖ :=

∞∑
n=−∞

|xn|vn < ∞},

with weights

vn =
1

|n| + 1
.

(a) Show that B is a well-defined operator on X .

(b) Show that if

Bx = λx, x 6= 0,

then λ 6= 0 and

x = (. . . , (1/λ2)x0, (1/λ)x0, x0, λx0, λ
2x0, . . . ), λ 6= 0, x0 6= 0

with some x0 6= 0 . Deduce from this that B has no eigenvalues.

(c) Show that B satisfies the conditions of the Kitai-Gethner-Shapiro crite-

rion and hence is hypercyclic (Hint: consider the subspace of finite sequences).

We shall now apply the eigenvalue criterion to give a new proof of the theorems

of Birkhoff and MacLane, that is, the hypercyclicity of the operators

T : H(C) → H(C), f (·) → f (· + 1),

D : H(C) → H(C), f → f ′.

At first sight, these operators have little in common.

Also, the hypercyclicity proofs were very different: the one was based in an

essential way on the Runge approximation theorem, the other on the Hyper-

cyclicity criterion.
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Our new proof not only allows us to give a unified approach to both results,

it also extends it to a wide class of operators, namely all operators

T : H(C) → H(C)

that commute with D , that is,

TD = DT.

Unless T = λI , this already implies that T is chaotic!

Theorem (Godefroy, Shapiro).
Suppose that T : H(C) → H(C), T 6= λI, is an operator that commutes

with D , i.e.

TD = DT.

Then T is chaotic.

Proof. The proof requires several steps.

Step 1. We show that there exists an entire function Φ(z) =
∑∞

k=0 akz
k

such that T has the representation

Tf = Φ(D)f =

∞∑

k=0

akD
kf, f ∈ H(C).

Indeed, let

pn(z) = zn

denote the monomials. Then, using the assumption that T and D commute,

we have that

DkTpn = TDkpn = 0 for k > n.

Hence Tpn is a polynomial of degree at most n .
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Also, we find for 0 ≤ k ≤ n that

Dn−kTpn = TDn−kpn = n(n− 1) · · · (k + 1) Tpk.

Hence, for any n ∈ N0 and z ∈ C ,

∞∑

k=0

(Tpk)(0)
(Dkpn)(z)

k!
=

=

n∑

k=0

(Dn−kTpn)(0)

n(n− 1) · · · (k + 1)

n(n− 1) · · · (n− k + 1)

k!
pn−k(z)

=

n∑

k=0

(Dn−kTpn)(0)

(n− k)!
pn−k(z)

=

n∑
ν=0

(DνTpn)(0)

ν!
pν(z) (ν := n− k)

= (Tpn)(z).

By linearity we deduce for every polynomial f and z ∈ C
∞∑

k=0

(Tpk)(0)
(Dkf )(z)

k!
= (Tf )(z).

With

ak =
(Tpk)(0)

k!
we thus have

Tf =

∞∑

k=0

akD
kf =

( ∞∑

k=0

akD
k
)
f. (1)

Using the continuity of T one can show that

Φ(z) =

∞∑

k=0

akz
k
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defines an entire function and that

Φ(D) =

∞∑

k=0

akD
k

defines an operator on H(C) . (The proof requires some knowledge on Fréchet

space operators).

Thus, by continuity, the identity (1) extends to all functions f ∈ H(C) .

Step 2. Now let, as usual,

eλ(z) = eλz.

Then, by the representation of T ,

Teλ =

∞∑

k=0

akD
keλ =

( ∞∑

k=0

akλ
k
)
eλ = Φ(λ)eλ.

Hence eλ is an eigenvector of T to the eigenvalue Φ(λ) .

Step 3. We can now apply the eigenvalue criterion:

By Step 2, the space

span{f ∈ H(C) : Tf = µf for some µ with |µ| < 1}
contains

span{eλ : |Φ(λ)| < 1}.
By the lemma in Section 2.1, this space is dense if the set

{λ ∈ C : |Φ(λ)| < 1}
has an accumulation point. But this is clear since it is a non-empty open set

(note that Φ is not a constant since T 6= λI ).
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For the same reason, the space

span{f ∈ H(C) : Tf = µf for some µ with |µ| > 1},
is dense.

For the density of

span{f ∈ H(C) : Tf = µf for some µ = e2πiq, q ∈ Q}
one has to use the open mapping theorem for holomorphic functions and

Picard’s theorem that any non-constant entire function omits at most one

value.¤

An application of the eigenvalue criterion also allows us a finer study of the

hypercyclicity of the operators

T : H(C) → H(C), TD = DT, T 6= λI.

We know that each such operator T is hypercyclic, that is, there exists an

entire function f with dense orbit under T .

Question: what are the possible rates of growth of hypercyclic functions f ?

Already MacLane had considered this question.

He showed that there exists a D -hypercyclic entire function f of exponential

type 1, that is, for all ε > 0 there is M > 0 with

|f (z)| ≤ Me(1+ε)|z|.
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Bernal and Bonilla (2002) have attacked the same problem for general T ,

following an idea of Chan and Shapiro (1991).

The idea is to replace H(C) by a space of entire functions of restricted growth:

For τ > 0 let

E2
τ =

{
f ∈ H(C) : f (z) =

∞∑
n=0

anz
n with

∞∑
n=0

(n!

τn

)2

|an|2 < ∞
}

.

This is a Hilbert space under the natural norm

‖f‖ =
( ∞∑

n=0

(n!

τn

)2

|an|2
)1/2

that is continuously and densely embedded in H(C) . Moreover, every f ∈ E2
τ

satisfies the growth condition

|f (z)| ≤ Meτ |z| for z ∈ C ,

for some M > 0 .

Exercise. Prove these statements.

Finally, one can show with the aid of the representation

T = Φ(D)

that T also defines an operator on E2
τ .

We can then follow the same procedure as before. First:

Lemma. The space E2
τ contains all functions eλ with |λ| < τ . Moreover, if

a set Λ ⊂ Dτ := {z : |z| < τ} has an accumulation point in Dτ then

span{eλ : λ ∈ Λ}
is dense in E2

τ .
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Exercise. Do the proof. (Hint: show that the orthogonal complement of the

span is trivial. This will follow from the fact that a certain holomorphic func-

tion vanishes on Λ and hence on Dτ , cp. the argument on p. 36.)

As before we obtain the following.

Theorem. Suppose that T : H(C) → H(C), T 6= λI, is an operator that

commutes with D , i.e.

TD = DT.

Let

T = Φ(D)

be its representation with an entire function Φ . Then T is hypercyclic on E2
τ

for any τ > min{|z| : |Φ(z)| = 1} .

Since E2
τ is densely embedded in H(C) we obtain:

Corollary. Under the same assumptions as in the theorem we have:

For any

τ > min{|z| : |Φ(z)| = 1}
there is a T -hypercyclic entire function with

|f (z)| ≤ Meτ |z|, z ∈ C.

Proof of the theorem. We consider T on E2
τ . As before we have that

Teλ = Φ(D)eλ = Φ(λ)eλ.

Thus the functions

eλ, |λ| < τ
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are eigenvectors of T in E2
τ (to the eigenvalue Φ(λ)) .

Hence, the set

span{f ∈ E2
τ : Tf = µf for some µ with |µ| < 1}

contains

span{eλ : |λ| < τ, |Φ(λ)| < 1}.

By the lemma, the latter set is dense in E2
τ provided that

{z : |Φ(z)| < 1}
has an accumulation point in

{z : |z| < τ}.
For this it suffices to find a point z with |z| < τ and |Φ(z)| = 1 .

But the latter is true since τ > min{|z| : |Φ(z)| = 1} .

In the same way one shows that

span{f ∈ E2
τ : Tf = µf for some µ with |µ| > 1}

is dense in E2
τ .

By the eigenvalue criterion, T is hypercyclic on E2
τ . ¤

The theorem seems to be the best growth result known for general operators

T commuting with D .

For individual operators, much better results are available.
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For T = D we have that Φ(z) = z , hence

min{|z| : |Φ(z)| = 1} = 1,

so that the theorem gives us: for any ε > 0 there is some D -hypercyclic

function f with

|f (z)| ≤ Me(1+ε)|z|, z ∈ C.

MacLane had already shown the better result that type 1 is possible.

In fact, the following optimal result is known (GE, 1991): If ϕ : R+ → R+

is any function with ϕ(r) → ∞ as r → ∞ then there is a D -hypercyclic

function f with

|f (z)| ≤ ϕ(|z|) e|z|√
|z| for |z| sufficiently large;

but there is no D -hypercyclic function f that satisfies

|f (z)| ≤ M
e|z|√
|z| for z 6= 0 .

For the translation operator

Tf (z) = f (z + 1)

we have that

T = eD

(why?), hence

min{|z| : |Φ(z)| = 1} = min{|z| : |ez| = 1} = 0,

so that the theorem gives us: for any ε > 0 there is some Birkhoff-hypercyclic

function with

|f (z)| ≤ Meε|z|, z ∈ C.

But Duyos-Ruiz (1983) had already shown that there are Birkhoff-hypercyclic

functions of arbitrarily slow transcendental growth.
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4. Classes of hypercyclic and chaotic operators

We have already met the first large class of chaotic operators, the operators

T : H(C) → H(C), T 6= λI, with TD = DT .

This class covers the classical results of Birkhoff and MacLane.

The third classical result, the chaos for multiples of the backward shift on

`p , leads to another class, weighted shift operators. This will also allow us to

revisit MacLane’s operator.

And, finally, we shall study the hypercyclicity of composition operators. This

will, in particular, cover Birkhoff’s result.

4.1. Weighted shifts

The basic model of all shifts is the backward shift

B : (x1, x2, x3, . . .) → (x2, x3, x4, . . .).

Rolewicz has studied the hypercyclicity of multiples of this shift:

µB : (x1, x2, x3, . . .) → (µx2, µx3, µx4, . . .).

In general, one might ask about hypercyclicity and chaos of shifts with arbi-

trary weights:

Bw : (x1, x2, x3, . . .) → (w2x2, w3x3, w4x4, . . .);

here,

w = (wk)

is an arbitrary weight sequence; we shall always assume that the weights are

non-zero.
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So far we have considered the sequence spaces `p and c0 as underlying spaces.

More generally, we can consider these operators on any sequence space X ,

that is, any subspace of the space

ω = KN = {(xn)n≥1 : xn ∈ K}
of all sequences.

We assume that X is endowed with a vector space topology in such a way

that the canonical embedding

X → ω

is continuous; in other words, convergence in X implies coordinatewise con-

vergence.

In that case, X is called a topological sequence space (in particular, a Banach

sequence space, a Fréchet sequence space, a complete metric sequence space,

etc.)

We start by characterizing when the (unweighted) shift B is hypercyclic.

For its proof we need the following general result.

Lemma. Let (M, d) be a metric space, vn, v ∈ M . Suppose there is an

increasing sequence (nk) of positive integers such that

vnk−j → v for every j ∈ N .

Then there exists an increasing sequence (mk) of positive integers such that

vmk+j → v for every j ∈ N.
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Proof. By assumption,

∀k ∈ N ∃Nk > k ∀j = 0, . . . , k : d(vNk−j, v) <
1

k
.

Now let

mk = Nk − k, k ∈ N.

Then

∀k ∈ N ∃mk ∈ N ∀j = 0, . . . , k : d(vmk+k−j, v) <
1

k
,

that is,

∀k ∈ N ∃mk ∈ N ∀j = 0, . . . , k : d(vmk+j, v) <
1

k
,

which implies the assertion (when we pass to an increasing subsequence of

(mk) , if necessary).¤

By en we denote the canonical unit sequences

en = (0, . . . , 0, 1, 0, . . .)

with the 1 in the nth position.

Theorem. Let X be a complete metric sequence space in which (en) forms

a basis. Suppose that B defines an operator on X . Then B is hypercyclic

if and only if there is an increasing sequence (nk)k of positive integers such

that

enk
→ 0 in X .

We remark that, by the closed graph theorem, B is an operator on X as

soon as B maps X into itself; that is, continuity is automatic.
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Proof. For the sufficiency of the condition we use the Hypercyclicity Crite-

rion.

We define Y0 = Y1 as the set of finite sequences, and S : Y1 → X as the

forward shift

S : (x1, x2, x3, . . .) → (0, x1, x2, . . .).

Clearly, T nx → 0 for all x ∈ Y0 . Thus, condition (i) holds.

For the proof of (ii) note that, by continuity of B ,

Bjenk
= enk−j → 0

for all j ≥ 1 .

It follows from the lemma that there is a sequence (mk) such that

Smkej = emk+j → 0

for all j ≥ 1 .

By linearity,

Smkx → 0

for all x ∈ Y1 , hence condition (ii).

Condition (iii) is trivial because we even have TS = I .

For simplicity we shall do the proof of necessity in the case when X carries

a norm ‖ · ‖ .

We shall show that hypercyclicity of B implies that

for every N ∈ N, ε > 0 there exists n > N with ‖en‖ < ε.

Thus, fix N ∈ N and ε > 0 .
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By assumption, for every x = (xk) ∈ X , the series

∞∑

k=1

xkek

converges in X , hence each sequence (xkek) is bounded.

The uniform boundedness principle, applied to the operators

X → X, x → xkek, k ≥ 1,

implies that there is some δ > 0 such that

‖x‖ < δ =⇒ ∀k ∈ N : ‖xkek‖ < ε
2. (1)

Moreover, since convergence in X implies coordinatewise convergence, there

is some η > 0 such that

‖x‖ < η =⇒ |x1| < 1
2. (2)

Now let x be a hypercyclic vector for B with

‖x‖ < δ. (3)

Then there exists some n > N such that

‖Bn−1x− e1‖ < η. (4)

In view of (1), it follows from (3) that

‖xnen‖ < ε
2.

In view of (2), it follows from (4) that

|xn − 1| < 1
2,

hence

|x−1
n − 1| < 1.
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Altogether we have that

‖en‖ = ‖x−1
n xnen‖

≤ ‖xnen‖ + ‖(x−1
n − 1)xnen‖

≤ 2‖xnen‖ < ε,

which had to be shown. ¤

We next want to characterize when B is chaotic.

For this we shall assume that (en) is an unconditional basis. In a Fréchet

sequence space this can be characterized as saying that (en) is a basis such

that, whenever (εn) is a 0-1-sequence then

(xn) ∈ X =⇒ (εnxn) ∈ X.

Theorem. Let X be a Fréchet sequence space in which (en) forms an uncon-

ditional basis. Suppose that B defines an operator on X . Then the following

assertions are equivalent:

(i) B is chaotic;

(ii)
∑∞

k=1 ek converges in X ;

(iii) B has a non-trivial periodic point.

Note that (ii) simply says that the constant sequences belong to X .

Condition (iii) is quite remarkable: a single non-trivial periodic point, without

any hypercyclicity assumption, already makes B chaotic!
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Proof. (i)=⇒(iii) is trivial.

(iii)=⇒(ii) Let

(x1, x2, x3, . . .) 6= 0

be periodic, of period N , say.

Then there is some j ≤ N such that xj 6= 0 , and we have, for ν ≥ 1 ,

xj+νN = xj.

Setting now all coordinates with indices 6= j + νN zero, we see by uncondi-

tionality of the basis that

(0, . . . , 0, xj, 0, . . . , 0, xj, . . . , 0, xj, 0, . . .) ∈ X

hence also

(0, . . . , 0, 1, 0, . . . , 0, 1, . . . , 0, 1, 0, . . .) ∈ X

where the non-zero entries have distance N .

Applying B N − 1 times and adding the results we see that

(1, 1, 1, . . .) ∈ X,

hence (ii).

(ii)=⇒(i). We shall do the proof in the case of a Banach sequence space X .

One can show that, by unconditionality of the basis, there is some M > 0

such that, for all (xn) ∈ X and all 0-1-sequences (εn) ,

‖(εnxn)‖ ≤ M‖(xn)‖. (1)

Now, condition (ii) implies that en → 0, hence, by the previous theorem, that

B is hypercyclic.
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Next, since

(1, 1, 1, . . .) ∈ X,

unconditionality of the basis implies that every (periodic) 0-1-sequence be-

longs to X , hence, by linearity, every periodic sequence.

Now let x = (xn) ∈ X, ε > 0 . Since (en) is a basis, there is some N ≥ 1

such that

x̃ := (x1, x2, x3, . . . , xN , 0, . . .)

has distance less than ε from x .

The periodic sequence

(x1, . . . , xN , x1, . . . , xN , x1, . . . , xN , . . .)

belongs to X .

Thus there is some m ≥ 1 such that

(0, . . . , 0, x1, . . . , xN , x1, . . . , xN , . . .) with mN leading zeros

has norm less than ε
M .

By (1), the vector

ỹ : = (0, . . . , 0, x1, . . . , xN , 0, . . . , 0, x1, . . . , xN , 0, . . . , 0, x1, . . . , xN , . . .)

with mN leading zeros, and then repeated blocks of (m− 1)N zeros

has norm less than ε .

But then

y := x̃ + ỹ

= (x1, . . . , xN , 0, . . . , 0, x1, . . . , xN , 0, . . . , 0, x1, . . . , xN , 0, . . . , 0, x1, . . .)

with repeated blocks of (m− 1)N zeros

is periodic.

And it has distance less than 2ε from x .¤
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It is now easy to transfer these results to arbitrary weighted shifts by means

of a suitable conjugacy.

Let Bw be a weighted shift operator on some topological sequence space

(Banach sequence space, etc.) X . We define new weights vn by

vn =
( n∏

ν=1

wν

)−1

, n ∈ N,

and consider the sequence space

Xv = {(xn)n∈N : (vnxn)n ∈ X}.

Then the diagonal transform

φv : Xv → X, (xn)n → (vnxn)n,

is a vector space isomorphism, and we transfer the topology of X via φv to

Xv . Then φv is a homeomorphism.

Then also Xv is a topological sequence space (Banach sequence space, etc.)

Moreover, for (xn) ∈ Xv ,

Bw(φv(xn)) = Bw(vnxn) = (wn+1vn+1xn+1) = (vnxn+1) = φv(B(xn)),

so that the diagram

Xv
B−−→ Xv

φv

y
yφv

X
Bw−−→ X

commutes.
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Hence,

Bw : X → X and B : Xv → Xv

are conjugate mappings.

Thus, Bw is hypercyclic on X if and only if B is hypercyclic on Xv .

Note that Xv inherits the property of (en) being a basis from X .

Thus we obtain the following:

Theorem. Let X be a complete metric sequence space in which (en) forms

a basis. Suppose that the weighted shift Bw defines an operator on X . Then

Bw is hypercyclic if and only if there is an increasing sequence (nk)k of

positive integers such that

( nk∏
ν=1

wν

)−1

enk
→ 0 in X .

In the special case of the spaces `p or c0 we a obtain a result due to Salas

(1995).

Corollary. Suppose that the weighted shift Bw defines an operator on `p, 1 ≤
p < ∞, or c0 . Then Bw is hypercyclic if and only if

n∏
ν=1

wν, n ≥ 1,

is unbounded.

Note that this characterization does not depend on the particular spaces con-

sidered. In fact, it holds in any Banach sequence space with ‖en‖ = 1 , n ≥ 1 .
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As another example we consider the space H(C) of entire functions.

Via the identification of an entire function

f (z) =

∞∑

k=0

akz
k

with its sequence

(ak)k≥0

of Taylor coefficients it can be considered as a Fréchet sequence space.

Then,

vnk
enk

→ 0 ⇐⇒ vnk
znk → 0 in H(C)

⇐⇒ |vnk
|Rnk → 0 for all R > 0

⇐⇒ |vnk
|1/nk → 0.

This gives us:

Corollary. Suppose that the weighted shift Bw defines an operator on H(C) .

Then Bw is hypercyclic if and only if

( n∏
ν=1

|wν|
)1/n

, n ≥ 1,

is unbounded.

Since the differentiation operator

D :

∞∑

k=0

akz
k →

∞∑

k=0

(k + 1)ak+1z
k

is a weighted shift with weights wk = k, the corollary, in particular, includes

MacLane’s theorem on the hypercyclicity of D .
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We turn to chaos.

Using the same argument as in the hypercyclic case we get:

Theorem. Let X be a Fréchet sequence space in which (en) forms an un-

conditional basis. Suppose that the weighted shift Bw defines an operator on

X . Then the following assertions are equivalent:

(i) Bw is chaotic;

(ii)
∞∑

k=1

( k∏
ν=1

wν

)−1

ek converges in X ;

(iii) Bw has a non-trivial periodic point.

In the special case of the spaces `p we have:

Corollary. Suppose that the weighted shift Bw defines an operator on `p, 1 ≤
p < ∞ . Then the following assertions are equivalent:

(i) Bw is chaotic;

(ii)
∞∑

k=1

1
∣∣∣

k∏
ν=1

wν

∣∣∣
p

< ∞ ;

(iii) Bw has a non-trivial periodic point.

Note that, in contrast to hypercyclicity, the condition in terms of the weights

depends on p .

A similar result holds for c0 .

87



On H(C) we have:

Corollary. Suppose that the weighted shift Bw defines an operator on H(C) .

Then the following assertions are equivalent:

(i) Bw is chaotic;

(ii)
( n∏

ν=1

|wν|
)1/n

→∞ ;

(iii) Bw has a non-trivial periodic point.

Again, the condition in terms of the weights is satisfied for the differentiation

operator D (with weights wk = k ), giving a new proof that differentiation is

chaotic.

But one could just apply condition (iii): D has a non-trivial periodic point,

the function ez .

→ the exponential function makes differentiation chaotic!

One more application:

Corollary. Every weighted shift Bw is chaotic on ω = KN .

The following exercise shows that the theorem characterizing chaotic weigh-

ted shift operators on general sequence spaces does not necessarily hold if the

basis is not unconditional.
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Exercise. Let X be the Banach sequence space defined by

X =
{

x = (xn) : ‖x‖ =

∞∑
n=1

∣∣∣xn

n
− xn+1

n + 1

∣∣∣ < ∞ and
xn

n
→ 0 as n →∞

}
;

Then (en) is a basis in X that is not unconditional. The (unweighted) shift B

is an operator on X , has non-trivial periodic points (the constant sequences).

It also satisfies the weights condition in our characterization of chaos. And

yet, B is not chaotic because the constant sequences are the only periodic

sequences.

Remark.
(a) Weighted forward shifts,

(x1, x2, x3, x4, . . .) → (0, w1x1, w2x2, w3x3, . . .)

are, of course, never hypercyclic: the only sequence that an orbit can appro-

ximate, is the zero sequence.

(b) There is a parallel theory for bilateral weighted backward shifts

Bw : (xk)k∈Z → (wk+1xk+1)k∈Z

on sequence spaces over the index set Z . The characterizing conditions there

are considerably more difficult. For example, the bilateral (unweighted) back-

ward shift B is – under the usual assumptions – hypercyclic iff there is an

increasing sequence (nk)k of positive integers such that, for any j ∈ Z ,

ej−nk
→ 0 and ej+nk

→ 0 in X .
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The advantage of bilateral shifts is that they allow for more freedom: unlike

unilateral shifts, for example, they can have an inverse.

Or, as another example, Salas (1991) has found a hypercyclic weighted bila-

teral backward shift whose adjoint is also hypercyclic.

Theorem (Salas). There is a hypercyclic operator T : X → X (on a

Hilbert space X ) such that its adjoint T ∗ : X∗ → X∗ is also hypercyclic.

Note that the adjoint of a weighted bilateral backward shift is a weighted

bilateral forward shift, and therefore essentially again a bilateral weighted

backward shift (just reverse ’time’: n → −n).

Thus, one ’only’ has to come up with weights so that both these shifts are

simultaneously hypercyclic.

Note also that for such an operator T , neither T nor T ∗ may have eigenvec-

tors, as we have seen. In particular, T cannot be chaotic.

Salas’ result had another interesting consequence:

Corollary. There are two hypercyclic operators S, T : X → X (on a Hilbert

space X ) such that T ⊕ S is not hypercyclic (and not even cyclic).
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Proof. We take Salas’ example on a Hilbert space.

Then T : X → X and T ∗ : X∗ → X∗ are hypercyclic.

Suppose that

T ⊕ T ∗ : X ×X∗ → X ×X∗, (x, y∗) → (Tx, T ∗y∗)

is cyclic, that is, there are x ∈ X, y∗ ∈ X∗ such that

Y := span{(T nx, (T ∗)ny∗) : n ∈ N} is dense in X ×X∗ .

We now consider the continuous linear functional

ϕ : X ×X∗ → K, ϕ(ξ, η∗) = −y∗(ξ) + η∗(x).

Then we have, for n ∈ N ,

ϕ(T nx, (T ∗)ny∗) = −y∗(T nx) + (T ∗)ny∗(x) = −y∗(T nx) + y∗(T nx) = 0,

hence also

ϕ(ξ, η∗) = 0 for all (ξ, η∗) ∈ Y .

But since the functional ϕ is obviously not the null functional, Y cannot be

dense, which is a contradiction.

Finally, to have two operators T, S on the same space, take for S the ope-

rator T ∗ considered as an operator on X (X is a Hilbert space!). ¤

This result of Salas prompted Herrero’s question if T ⊕T can be hypercyclic

if T is.

Finally, after the negative solution of Herrero’s problem by de la Rosa and Read

one may wonder if T⊕T must at least always be cyclic when T is hypercyclic.

The answer is NO!, also. Grivaux (2005) has shown that, for any hypercyclic

operator T , if T ⊕ T is cyclic then it is already hypercyclic. (That’s an app-

lication of the U -V -W - characterization of the Hypercyclicity Criterion.)
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4.2. Composition operators

The translation operator

T : H(C) → H(C), T f (z) = f (z + 1)

is a special composition operator

f → f ◦ φ with φ(z) = z + 1 .

Note that φ is an automorphism of C .

More generally, one may study composition operators on arbitrary domains Ω

in C . The space H(Ω) is again endowed with the topology of uniform con-

vergence on compact sets. The corresponding metric is defined by a sequence

of seminorms

pn(f ) = sup
z∈Kn

|f (z)|
via the Fréchet combination

d(f, g) =

∞∑
n=1

1

2n

pn(f − g)

1 + pn(f − g)
, f, g ∈ H(Ω);

here, (Kn) is an exhaustion of Ω of compact sets, that is, with

Kn ⊂ (Kn+1)
◦,

⋃
n

Kn = Ω.

Note that every compact set is contained in some Kn .

Thus we can ask about the hypercyclicity of an arbitrary composition operator

Cφ : H(Ω) → H(Ω), f → f ◦ φ,

where

φ : Ω → Ω

is an automorphism.
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This problem was thoroughly studied by Bernal und Montes (1995).

It turns out that the hypercyclicity can be characterized in terms of the follo-

wing condition.

Definition.
A holomorphic self-map φ : Ω → Ω is called a run-away sequence if for every

compact set K ⊂ Ω there exists some n ∈ N such that φn(K) ∩K = ∅ .

Clearly, the C-automorphism

φ(z) = z + 1

is run-away.

The following result was obtained:

Theorem (Bernal, Montes). Let Ω be a domain in C and

Cφ : H(Ω) → H(Ω), f → f ◦ φ

a composition operator with an automorphism φ of Ω .

(a) If Ω is finitely connected but not simply connected, then Cφ is never

hypercyclic.

(b) If Ω is simply connected or infinitely connected, then Cφ is hypercyclic if

and only if φ is run-away.

Example. For Ω = C the automorphisms are

φ(z) = az + b, a 6= 0.

Then φ is run-away if and only if a = 1 and b 6= 0 .

(Note that, for a 6= 1 , φ has a fixed point.)
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Example. For Ω = D the automorphisms are

φ(z) = eiθ z − a

1− az
, |a| < 1.

Then φ is run-away if and only if φ has no fixed point in D .

We turn to the proof of the Theorem of Bernal and Montes.

We first show that the run-away property is always necessary for hypercycli-

city.

Suppose that f ∈ H(Ω) is hypercyclic for Cφ .

If φ is not run-away then there is a compact set K ⊂ C such that

φn(K) ∩K 6= ∅, for all n ∈ N .

Then we find zn ∈ K with

φn(zn) ∈ K.

But f is bounded on K , by a constant M , say.

Thus,

|Cn
φf (zn)| = |f (φn(zn))| ≤ M, for all n ∈ N .

On the other hand, since f is hypercyclic we can find some n ∈ N such that

max
z∈K

|Cn
φf (z)− (M + 1)| < 1.

This is impossible since the zn belong to K . ¤
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This consideration suffices to exclude the case of finite connectivity.

If the (finite) connectivity is at least 2 then it is known that there are only

finitely many automorphisms. Thus φ cannot be run-away.

In the case of connectivity 1, Ω is conformally equivalent to either C \ {0} ,

D \ {0} or an annulus. Bernal and Montes show that in the latter two cases

there is no run-away φ , while in C \ {0} the run-away φ do not produce

hypercyclic composition operators.

We turn to the case of simple or infinite connectivity:

The proof of sufficiency of the run-away property has two basic ingredients,

one approximation theoretic, the other topological.

We first recall that a compact subset K of Ω is called Ω-convex if every hole

of K (= connected component of C \K ) contains a point of C \ Ω .

Then we have the following version of Runge’s theorem for arbitrary domains.

Theorem (Runge). Let Ω be a domain in C . Let K be an Ω-convex

compact subset of Ω .

If f is defined and holomorphic on a neighbourhood of K , then, for any

ε > 0 , there exists a function g ∈ H(Ω) such that

sup
z∈K

|f (z)− g(z)| < ε.

The second ingredient gives us the right tool for being able to apply Runge.
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Lemma. Let Ω be a domain of infinite connectivity and φ a run-away auto-

morphism of Ω . If K be an Ω-convex subset of Ω then there is some n ∈ N
such that φn(K) ∩K = ∅ and φn(K) ∪K is Ω-convex.

The proof of this lemma was the most difficult part in the paper by Bernal

and Montes.

Note that the lemma remains true for simply connected domains, but then

the result is trivial.

With these preparations, the proof of hypercyclicity is no longer difficult:

we show that Cφ : H(Ω) → H(Ω) is topologically transitive.

Let U, V 6= ∅ be open subsets of H(Ω) .

Choose f ∈ U, g ∈ V and ε > 0 such that

Uε(f ) ⊂ U, Uε(g) ⊂ V.

As in the proof of Birkhoff’s theorem there are m ∈ N and δ > 0 such that

pm(f1, f2) = sup
z∈Km

|f1(z)− f2(z)| < δ =⇒ d(f1, f2) < ε.

Thus, in order to show that, for some n ∈ N

Cn
φ(U) ∩ V 6= ∅,

it suffices to find some h ∈ H(Ω) such that

sup
z∈Km

|f (z)− h(z)| < δ, and

sup
z∈Km

|g(z)− Cn
φh(z)| < δ.

Thus, let us consider the compact set Km and δ > 0 .
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By making Km larger, if necessary, we can assume that it is Ω-convex (fill

unnecessary holes).

By the lemma, there is some n ∈ N such that φn(Km) ∩ Km = ∅ and

φn(Km) ∪Km is Ω-convex.

We define on φn(Km) ∪Km

F (z) =

{
f (z) if z ∈ Km,

g((φn)−1(z)) if z ∈ φn(Km).

Then F is holomorphic on a neighbourhood of φn(Km) ∪Km .

By Runge’s theorem there exists a function h ∈ H(Ω) that approximates F

on φn(Km) ∪Km up to an error δ , that is

sup
z∈Km

|f (z)− h(z)| < δ,

sup
z∈φn(Km)

|g((φn)−1(z))− h(z)| < δ,

hence also

sup
z∈Km

|g(z)− h(φn(z))| < δ.

This had to be shown.¤

Remark. The proof has a curious consequence. We have seen that if φ is

not run-away then one cannot approximate all constant functions. Thus, in

the simply or infinitely connected case we can conclude: If Cφ has an orbit

that has all constant functions in its closure then Cφ is hypercyclic.
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We give an example of a hypercyclic composition operator on an infinitely

connected domain (taken from a recent paper by Gorkin, León-Saavedra and

Mortini).

Example. Consider the automorphism

φ(z) =
z − 1

2

1− 1
2z

of the unit disk D . Then take out the compact disk

K = {z : |z| ≤ 1
10}

and all its images and preimages:

Ω := D \
∞⋃

n=−∞
φn(K).

Then Ω is a domain of infinite connectivity and

φ : Ω → Ω

is an automorphism.

Now, since φ has no fixed point in D , it is run-away on D and hence also on

Ω (alternatively, show that

φn(z) =
z − 3n−1

3n+1

1− 3n−1
3n+1z

.

Hence φn(z) → −1 uniformly on compact sets in D ; hence φ is run-away).

Therefore, Cφ is hypercyclic on Ω .
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Recently, in joint work with R. Mortini, we considered the more general case

when

φ : Ω → Ω

is only a holomorphic self-map.

The composition operator

Cφ : H(Ω) → H(Ω), f → f ◦ φ,

remains an operator on H(Ω) , and we can ask when it is hypercyclic.

First we can note that φ has to be injective. For, if

φ(z1) = φ(z2)

then

f (φn(z1)) = f (φn(z2))

for all f ∈ H(Ω) and n ≥ 0 . Thus, f ◦ φn can only approximate functions

that take the same value at z1 and z2 . If we want a hypercyclic function f

then we must have z1 = z2 .

For simply connected domains we found that this is the only additional re-

striction.

Theorem (Mortini, GE). Let φ be a holomorphic self-map of a simply

connected domain.

Then Cφ is hypercyclic if and only if φ is injective and run-away.

The proof is essentially the same as in the automorphic case.
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The finitely connected case extends also, but here one has to come up with

new necessary conditions for hypercyclicity that lead to a contradiction.

Theorem (contd...). Let φ be a holomorphic self-map of a finitely

connected, non simply connected domain.

Then Cφ is never hypercyclic.

Finally, for the infinitely connected case we have:

Theorem (contd...). Let φ be a holomorphic self-map of an infinitely

connected domain.

Then Cφ is hypercyclic if and only if φ is injective and, for every Ω-convex

compact subset K of Ω and every N ∈ N there is some n ≥ N such that

φn(K) is Ω-convex and φn(K) ∩K = ∅ .

The sufficiency part relied on Runge’s theorem and an extension of the lemma

above. The hardest part turned out to be the necessity of the condition.

With this we have a complete characterization of hypercyclic composition

operators.

We conclude with an example.
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Example. We modify our earlier example.

Let φ be the injective holomorphic self-map of D given by

φ(z) =
z

4
+

3

4
.

We take out the compact disk

K = {z : |z| ≤ 1
2}

and all its images:

Ω := D \
∞⋃

n=0

φn(K).

Then Ω is a domain of infinite connectivity and

φ : Ω → Ω

is injective (note that the pre-image of K lies outside D).

Now, since

φn(z) =
1

4n
z + 1− 1

4n
→ 1

uniformly on compact sets in D , φ is run-away, and it obviously satisfies the

condition of the theorem.

Therefore, Cφ is hypercyclic on Ω .

101



5. Some highlights of the theory.

One of the pleasant features of the theory of linear dynamics is that it has,

by now, led to a considerable number of beautiful and sometimes surprising

results that are easy to state but whose proofs are far from trivial.

We want to report on some of these major results.

5.1. Existence of hypercyclic operators.

Rolewicz (1969) had asked if every separable and infinite-dimensional Banach

space supports a hypercyclic operator - a very natural question.

If we consider a hypercyclic operator as ’unusual’, i.e., ’pathological’, then

the question was: can a Banach space be so pathological that it admits no

pathological operator.

Now, a well-known feature of Banach spaces is that their definition is so broad

that it allows for a lot of pathological spaces (e.g., a separable space without

a basis).

The solution of Rolewicz’ problem came from an unexpected angle.

In 1995, Salas showed that, on the sequence space `1 , every perturbation of

the identity by a weighted backward shift with non-zero weights is hypercyclic,

that is, every operator

T : `1 → `1, T = I + Bw,

with (wk) bounded and wk 6= 0 for all k ∈ N , is hypercyclic.

The proof is essentially elementary, but certainly non-trivial. Its centre-piece

consists in estimating the solutions of a finite system of linear equations.
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Ansari (1997) and Bernal (1999) independently realized, that Salas’ very spe-

cial result can be lifted to arbitrary separable, infinite-dimensional Banach

spaces.

The crucial point is that, while such a space need not have a basis, it has

some kind of weak basis that allows the construction of an operator that is

quasi-conjugate to Salas’ operator.

Subsequently, Bonet and Peris (1998) realized that some additional conside-

rations are needed to extend the Ansari-Bernal theorem to Fréchet spaces.

Theorem (Ansari, Bernal, Bonet/Peris). Any separable, infinite-

dimensional Fréchet space admits a hypercyclic operator.

Based on Salas’ fundamental I + Bw -theorem, we give here the proof in a

special case.

Proof (for a Banach space with a basis).

Let (X, ‖ · ‖) be such a space; that is, there is a sequence (en) in X such

that every x ∈ X has a unique representation of the form

x =

∞∑

k=1

xkek

with scalar coefficients xk, k ∈ N . W.l.o.g. we can assume that

‖ek‖ = 1, k ∈ N.

The coefficient functionals

e∗k : x → xk, k ∈ N,

can be shown to be continuous, of norm ‖e∗k‖ , say.
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We now choose a bounded sequence (wk) of positive numbers such that

C :=

∞∑

k=1

wk+1‖e∗k+1‖ < ∞.

Then

T : X → X,
∞∑

k=1

xkek →
∞∑

k=1

wk+1xk+1ek

defines a (continuous linear) operator on X because, for any x ∈ X ,
∞∑

k=1

‖wk+1xk+1ek‖ ≤
∞∑

k=1

wk+1‖e∗k+1‖ ‖x‖ ≤ C‖x‖.

Finally, we define

φ : `1 → X, (an) →
∞∑

k=1

akek.

Since ‖ek‖ = 1 for all k ∈ N , this is a well-defined operator; and it has dense

range because (ek) is a basis.

We now claim that the diagram

`1 I+Bw−−−→ `1

φ

y
yφ

X
I+T−−→ X

commutes.

In fact, for (ak) ∈ `1 we have

φ ◦ (I + Bw)(ak) = φ
(
(ak + wk+1ak+1)

)
=

∞∑

k=1

akek +

∞∑

k=1

wk+1ak+1ek =

= (I + T )

∞∑

k=1

akek = (I + T ) ◦ φ (ak).

Thus we can deduce the hypercyclicity of I+T from Salas’ result that I+Bw

is hypercyclic.¤
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It is natural to ask if every separable infinite-dimensional Banach space also

supports a chaotic operator?

First, Mart́ınez and Peris noted that one cannot mimic the above proof to

obtain a chaotic operator. Since

‖e∗k‖ = sup
x 6=0

|xk|
‖x‖ ≥

1

‖ek‖ = 1,

we always have that wk → 0 .

But Mart́ınez and Peris have shown that in this case Salas’ operator I + Bw

is not chaotic.

Can one, nonetheless, obtain chaotic operators on arbitrary Banach spaces?

The answer is: NO!

Theorem (Bonet, Mart́ınez, Peris, 2001). There is a separable, infinite-

dimensional complex Banach space that admits no chaotic operator.

The proof is based on a celebrated construction of certain pathological Ba-

nach spaces by Gowers and Maurey.

We want to report on two more recent results in the direction of existence of

hypercyclic operators.

We have seen that, if there is one hypercyclic vector there are automatically

many.

Is something similar true for hypercyclic operators? Given that, as we now

know, every (separable, infinite-dimensional) Banach space supports a hyper-

cyclic operator, must there then be automatically many?
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But what does ’many’ mean?

If we interpret is as ’dense’ in the usual operator topology then we are quickly

disappointed.

Clearly, no operator T of norm ‖T‖ ≤ 1 is hypercyclic, for

‖T nx‖ ≤ ‖T‖n‖x‖ ≤ ‖x‖,
so that all orbits under T are bounded.

Thus, the space L(X) of all (continuous linear) operators on X , when endo-

wed with the operator norm, has no hypercyclic operator in its closed unit ball.

But there is another well-known, and weaker, topology on L(X) , the strong

operator topology (SOT).

The SOT is defined in such a way that a net (Tα) of operators converges to

some operator T iff we have pointwise convergence at each x ∈ X :

Tαx → Tx.

Bès and Chan (2003) have shown that the set of hypercyclic operators is in-

deed SOT-dense.

Theorem (Bès, Chan). Let X be any separable, infinite-dimensional

Fréchet space. Then the set of hypercyclic operators is dense in the strong

operator topology.

While their first proofs were quite involved, they subsequently realized that

their result can also be derived from a theorem of Hadwin, Nordgren, Radjavi

and Rosenthal (1979).
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Let us start from a hypercyclic operator T on X .

Then we already know that there must be many more!

For, whenever J : X → X is an ismorphism then the operator

TJ = JTJ−1

is hypercyclic because the diagram

X
T−−→ X

J

y
yJ

X
TJ−−→ X

commutes.

Now the mentioned result of Hadwin, Nordgren, Radjavi and Rosenthal tells

us that the set

{TJ : J : X → X an ismorphism} ⊂ L(X)

is SOT-dense in L(X) if, for any n ∈ N, there are x1, . . . , xn ∈ X such

that

x1, . . . , xn, Tx1, . . . , Txn

is linearly independent.

But these xk are easy to come by:

Let x be a hypercyclic vector for T . Then

x, T 2x, T 4x, . . . , T 2n−2x, Tx, T 3x, T 5x, . . . , T 2n−1x

is linearly independent as part of a larger linearly independent set, the orbit

of x under T (see Section 2.3).

This finishes the proof of the Bès-Chan result.
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So, in the SOT-sense, there are always many hypercyclic operators.

For hypercyclic vectors, we have noted yet another notion of bigness: Every

vector is the sum of two hypercyclic vectors.

Is the corresponding statement true for operators?

The affirmative answer, in the case of Hilbert space, was obtained by to Gri-

vaux (2003). And one may even use chaotic operators!

Theorem (Grivaux). Let H be a separable infinite-dimensional complex

Hilbert space. Then every operator on H is the sum of two chaotic operators.

First, Grivaux gave a ’simple’ proof that every operator is the sum of six
hypercyclic operators. Reducing the six to two was the major problem...

In addition she notes that, again, a Gowers-Maurey space provides a counter-

example to show that her result, even for hypercyclic operators, does not

extend to all Banach spaces.

5.2. Powers of hypercyclic operators.

Let T by a hypercyclic operator.

Here is a very simple question: Is then also TN , N ≥ 2, hypercyclic?

In case one is inclined to say: ’Yes, why not!’, let us issue two warnings:

(1) The statement is trivially false for non-linear maps: Just consider

f : {−1, 1} → {−1, 1}, x → −x.

Then f has a dense orbit (in fact, both its orbits are dense), but f 2 does not.
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(2) Let us consider the question on the vector level. If x is hypercyclic then

x, Tx, T 2x, T 3x, T 4x, . . .

is dense. If x was also hypercyclic for T 2 then we would have that also

x, T 2x, T 4x, T 6x, T 8x, . . .

is dense. Is that to be expected? Or, if not, how then would one construct a

new hypercyclic vector for y?

Ansari (1995) found that, indeed, x is also hypercyclic for all N ≥ 2!

Theorem (Ansari). Let T be a hypercyclic operator on a Fréchet space.

Then, for any N ≥ 2 , also TN is hypercyclic.

In fact, T and TN have the same set of hypercyclic vectors.

Since every hypercyclic vector for TN is also hypercyclic for T , the theorem

amounts to saying:

x hypercyclic for T =⇒ x hypercyclic for TN .

Remarks. Since every periodic point for T is also periodic for TN , the theo-

rem extends trivially to chaotic operators.

Ansari’s proof is non-trivial and contains, at a crucial point, an argument of

connectedness. We shall return to this later.

Also Ansari’s theorem had an afterlife.
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Let us reconsider the orbit of a T -hypercyclic vector x :

x, Tx, T 2x, T 3x, T 4x, . . .

In view of our aim to find hypercyclic vectors for TN , N ≥ 2, , let us split this

orbit into N orbits under TN :

x, TNx, T 2Nx, T 3Nx, T 4Nx, . . . ,

Tx, TN+1x, T 2N+1x, T 3N+1x, T 4N+1x, . . . ,

T 2x, TN+2x, T 2N+2x, T 3N+2x, T 4N+2x, . . . ,
...

TN−1x, T 2N−1x, T 3N−1x, T 4N−1x, T 5N−1x, . . . .

The union of these N orbits under TN is dense. Must then, already, one of

these orbits be dense? It would then follow that x itself is hypercyclic for TN

and thus Ansari’s theorem.

But Herrero (1992) had earlier posed a more general question:

Suppose that the union of the orbits of N vectors x1, x2, . . . , xN

under an operator T is dense. Does it follow that the orbit of one of

these xj is dense?

This question was answered affirmatively and independently by Costakis and

Peris (2000/01).

Theorem (Costakis, Peris). Let T be a hypercyclic operator on a Fréchet

space X , and let x1, x2, . . . , xN ∈ X . If

N⋃
j=1

orb(xj, T ) is dense in X

then one of the xj is hypercyclic for T .
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Let us start the proof of this result. By hypothesis we have

X =

N⋃
j=1

orb(xj, T ) =

N⋃
j=1

orb(xj, T ).

We may assume that N is chosen minimal.

If N = 1 we are done. Otherwise we have that

X \
N−1⋃
j=1

orb(xj, T )

is non-empty. On the other hand, this set is open and, by necessity, contained

in

orb(xN , T ).

Hence, the closure of orb(xN , T ) has an interior point, that is, orb(xN , T ) is

somewhere dense.

Now, Peris wondered if this already makes xN hypercyclic!?

His question was answered affirmatively by Bourdon and Feldman (2003).

Theorem (Bourdon, Feldman). Let T be an operator on a Fréchet space.

If the orbit of x ∈ X under T is somewhere dense then it is dense (and T

is hypercyclic).

Remark. Wengenroth (2003) has shown that the theorems of Ansari, Costakis-

Peris and Bourdon-Feldman hold under no hypotheses whatsoever: they are

unrestrictedly true for any operator on any topological vector space.

In particular, Bourdon-Feldman says: if any orbit under any operator is some-

where dense it must be dense.
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5.3. Multiples of hypercyclic operators.

What can one do to a hypercyclic operator so that it remains hypercyclic?

• taking powers, TN – yes (Ansari)

• taking direct sums, T ⊕ T – not necessarily (de la Rosa, Read)

• taking similar operators, JTJ−1 – yes (commutative diagram)

• taking inverses (if existent), T−1 – yes (note that T−1 is transitive if T is.)

How about multiples?

There are hypercyclic operators T so that all their multiples

λT, λ 6= 0

are hypercyclic. Take, for example, the differentiation operator

D : H(C) → H(C), f → f ′.

Reason: λD commutes with D and hence is hypercyclic (Godefroy-Shapiro).

But such a scenario can only happen in a non-Banach space setting.

For, if T : X → X is hypercyclic on a Banach space X and

|λ| ≤ ‖T‖−1

then ‖λT‖ ≤ 1 , which prevents λT from being hypercyclic.

112



In fact, on can show that there are hypercyclic operators such that

λT is never hypercyclic for |λ| < 1 or |λ| > 1 .

Thus one is reduced to the question:

T hypercyclic =⇒ λT hypercyclic for |λ| = 1?

In fact, the answer is simple - and YES - for real spaces.

In that case we only have the question:

T hypercyclic =⇒ −T hypercyclic?

Here is the argument:

T hypercyclic =⇒ T 2 = (−T )2 hypercyclic (Ansari)

=⇒ −T hypercyclic.

In the complex case, the same argument shows that

T hypercyclic =⇒ λT hypercyclic if λn = 1 for some n ∈ N .

Moreover, a simple Baire category argument shows that this implication holds,

in fact, for a dense Gδ -set of numbers λ ∈ T .

But it took a completely new, highly non-trivial approach to obtain the full

answer, due to León-Saavedra and Müller (2004). Their argument is based,

at a crucial point, on a homotopy argument.

Theorem (León-Saavedra, Müller). Let T be a hypercyclic operator on

a complex Banach space. Then λT is hypercyclic whenever |λ| = 1 .
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5.4. Frequently hypercyclic operators

Another exciting recent development was the introduction of probabilistic me-

thods, more specifically, the methods of ergodic theory, into linear dynamics

by Bayart and Grivaux (2004–...)

These investigations led, among other things, to a natural new concept, that

of a frequently hypercyclic operator.

It is easy to motivate:

If x is a hypercyclic vector for T then

∀ U 6= ∅ open we have that {n ∈ N : T nx ∈ U} 6= ∅,

and therefore also

∀ U 6= ∅ open, {n ∈ N : T nx ∈ U} is infinite.

One may wonder how ’big’ the latter set of positive integers can be.

We shall measure it in terms of lower density.

Recall that, for A ⊂ N ,

dens (A) = lim inf
N→∞

#{n ∈ A : n ≤ N}
N

.

This leads to:
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Definition (Bayart, Grivaux). An operator T : X → X is called

frequently hypercyclic if there is some x ∈ X such that, for all U 6= ∅
open in X ,

dens{n ∈ N : T nx ∈ U} > 0.

Then x is called a frequently hypercyclic vector.

This definition came out of an application of the Birkhoff ergodic theorem to

linear operators, after having defined an ergodic measure for this operator.

Remark. Here is an equivalent definition of frequent hypercyclicity. We have

that

x is hypercyclic ⇐⇒
∀U 6= ∅ open ∃(nk) : T nkx ∈ U, k ≥ 1.

In this spirit one can show that:

x is frequently hypercyclic ⇐⇒
∀U 6= ∅ open ∃(nk), nk = O(k) : T nkx ∈ U, k ≥ 1.

Exercise. Do that!

First questions immediately arise:

Do frequently hypercyclic operators exist?

How to recognize if an operator is frequently hypercyclic?

In fact, one can prove a sufficient condition for frequent hypercyclicity that

is similar to the Kitai-Gethner-Shapiro criterion. It was obtained by Bayart,

Grivaux (2006); in the present form it is due to Bonilla, GE (2007).
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Theorem (Frequent Hypercyclicity Criterion).
Let X be a separable complete metric vector space.

Suppose there is a dense subset Y1 of X and a mapping S : Y1 → Y1 such

that

(i) for all x ∈ Y1 ,
∞∑

n=1

T nx converges unconditionally,

(ii) for all x ∈ Y1 ,
∞∑

n=1

Snx converges unconditionally,

(iii) for all x ∈ Y1 , TSx = x .

Then T is frequently hypercyclic.

Here, a series ∞∑
n=1

xn

is said to converge unconditionally in X if, for every ε > 0 there is some

N ∈ N such that

F ⊂ N finite, F ∩ {1, . . . , N} = ∅ then d
( ∑

n∈F

xn, 0
)

< ε.

The proof of the Frequent Hypercyclicity Criterion is much like the ’construc-

tive’ proof of the criterion of Kitai-Gethner-Shapiro.

However, what makes the proof much more difficult is that the approximating

(nk) have to come ’quickly’, that is, with nk = O(k) .

The way the proof works is that one must and can fix suitable sequences (nk)

beforehand and then construct a frequently hypercyclic vector accordingly.

In order to define these nk one uses the following:
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Lemma. There are pairwise disjoint sets A(l, ν), l, ν ∈ N, of positive lower

density such that

n−m ≥ ν + µ, if n ∈ A(l, ν),m ∈ A(k, µ).

Examples.

(a) The multiple of the backward shift operator

T = µB, (x1, x2, x3, . . .) → µ(x2, x3, x4, . . .), |µ| > 1,

is frequently hypercyclic on `p, 1 ≤ p < ∞ , and on c0 .

In fact, for Y1 one takes, as usual, the set of finite sequences, and S = 1
µF ,

where F is the forward shift.

Then, for any unit sequence x = eN , N ≥ 1,

∞∑
n=1

T nx

converges unconditionally as a finite series, and

∞∑
n=1

Snx =

∞∑
n=1

1

µn
eN+n = µN

∞∑

n=N+1

1

µn
en

converges unconditionally (even absolutely) in `p and c0 .

117



(b) The differentiation operator

D : H(C) → H(C), f → f ′

is frequently hypercyclic.

In fact, for Y1 one takes, as usual, the set of polynomials, and

Sf (z) ==

∫ z

0

f (w)dw.

Then, for all monomials x = zN , N ≥ 0,

∞∑
n=1

Dnx

converges unconditionally as a finite series, and

∞∑
n=1

Snx =

∞∑
n=1

N !
zN+n

(N + n)!
= N !

∞∑

n=N+1

1

n!
zn

converges unconditionally in H(C) .

(c) The translation operator

T : H(C) → H(C), T (z) = f (z + 1)

is frequently hypercyclic.

This can also be shown using the Frequent Hypercyclicity Criterion, but an

easier proof uses the above lemma directly and the Runge approximation theo-

rem.

Thus, the three classical hypercyclic operators are even frequently hypercyclic.
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Of course, not every hypercyclic operator is frequently hypercyclic.

Proposition. The (unweighted) backward shift B is hypercyclic, but not

frequently hypercyclic on the weighted `1 -space

X =
{

(xn) : ‖x‖ =

∞∑
n=1

|xn|
n

< ∞
}

.

Proof. Since

‖en‖ =
1

n
→ 0,

B is hypercyclic by the characterization in Section 4.1.

Now, if B had a frequently hypercyclic vector x ∈ X , then there would exist

an increasing sequence (nk) of positive integers with nk = O(k) such that

‖Bnk−1x− e1‖ ≤ 1

2
,

hence

|xnk
− 1| ≤ 1

2
,

thus

|xnk
| ≥ 1

2
.

But then

‖x‖ ≥
∞∑

k=1

|xnk
|

nk
≥ 1

2

∞∑

k=1

1

nk
= ∞,

because nk = O(k) .¤
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Remark. Every operator satisfying the Frequent Hypercyclicity Criterion is

even chaotic.

In fact, for x ∈ Y1 and N ∈ N set

yN =

∞∑

k=1

SkNx + x +

∞∑

k=1

T kNx.

Then

TNyN = yN , yN − x → 0 as N →∞ ;

thus, periodic points are dense.

Remark. There is a frequently hypercyclic operator (on c0 ) that is not chao-

tic (Bayart, Grivaux 2007).

In particular, not every frequently hypercyclic operator satisfies the Frequent

Hypercyclicity Criterion.

Problem. Is every chaotic operator frequently hypercyclic?

This is only one of many interesting open problems concerning frequently

hypercyclic operators.
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5.5. Ansari’s theorem revisited.

In this final section we shall return to Ansari’s theorem, and we shall return

to where we started from, the consideration of non-linear maps.

The results presented here come from recent joint work with A. Piqueras and

F. León-Saavedra.

Ansari says that powers of hypercyclic operators are hypercyclic.

But the simple example

f : {−1, 1} → {−1, 1}, x → −x

shows that this is not so for non-linear maps.

So the question arises: what do linear mappings have that non-linear ones

don’t?

Idea: we shall try to get as close as possible to Ansari’s result for general non-

linear maps. We shall then see which property of a non-linear map is needed

so that the full Ansari result holds.

This idea was first put forward in a paper by Bourdon (1996).

Let us describe his ideas.

Throughout this section, let

f : X → X

be an arbitrary continuous map on a Hausdorff topological space X without

isolated points.
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We shall write

D = {x ∈ X : orb(x, f ) is dense in X }.

Now suppose that x has a dense orbit under f but not under f 2 .

Then Bourdon showed that the set D splits into two sets D0,D1 with respect

to which the dynamics of f is easy to describe.

This result allowed him to obtain a new proof of Ansari’s theorem in the case

N = 2 .

Bourdon ended his paper by posing the problem of finding a similar separa-

tion when N > 2 .

According to Bourdon, subsets D0,D1, . . . ,Dk−1 of D will be called a sepa-

ration of D if they form a partition of D into non-empty relatively open (or,

equivalently, relatively closed) sets.

Here is the solution of his problem:

Theorem (Separation Theorem).
Let x have dense orbit under f but not under fN , N > 1 .

Then there is a divisor k > 1 of N and a separation D0,D1, . . . ,Dk−1, of

D such that

(i) f (D0) ⊂ D1, f (D1) ⊂ D2, . . . , f (Dk−2) ⊂ Dk−1, f (Dk−1) ⊂ D0 ;

(ii) for 0 ≤ j < k ,

(a) f j(x) ∈ Dj ,

(b) the orbit of f j(x) under fN : Dj → Dj is dense in Dj .
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For N = 2 , the result is due to Bourdon. Note that in this case, k = 2 .

Only if k is prime do we have a unique value for k (namely k = N ). This

explains perhaps why the extension of Bourdon’s result to general k was not

so obvious.

The following gives a sufficient condition, for general non-linear maps, for

x to have dense orbit under fN when it has dense orbit under f .

Corollary.
Let x have dense orbit under f .

If x and f (x) belong to the same connected component of D then x has

dense orbit under fN , for every N > 1 .

Proof. Suppose that, for some N > 1 , x did not have dense orbit under fN .

By the Separation Theorem, we would then obtain a separation of D into

k > 1 sets D0,D1, . . . ,Dk−1 , where x belongs to D0 and f (x) belongs to

D1 .

Since both these sets are open and closed in D , x and f (x) would belong

to different connected components of D , a contradiction.¤

This then allows us to deduce Ansari’s theorem for linear maps:
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Corollary (Ansari’s theorem). If T is a hypercyclic operator defined on a

Hausdorff topological vector space X and x ∈ X is hypercyclic for T then

it is also hypercyclic for any TN , N > 1 .

Proof. By the preceding corollary we only need to show that x and Tx are

in the same connected component of D = HC(T ) .

In fact, the two vectors can be joined by a straight line of hypercyclic vectors!

To see this, let

y = tx + (1− t)Tx, 0 ≤ t ≤ 1.

We claim that y is hypercyclic.

But we have

y ∈ span orb(x, T ),

and we had seen in the proof of Bourdon’s theorem (see Section 2.4) that

every non-zero vector from span orb(x, T ) is hypercyclic (we have given the

proof only for some spaces, but it is true in all topological vector spaces).

And y 6= 0 because x and Tx are linearly independent.¤

We shall now sketch the proof of the Separation Theorem.

The central idea is taken from the work of León-Saavedra and Müller on mul-

tiples of hypercyclic operators (see Section 5.3).

In fact, we shall link the dynamics of f to properties of certain sets on the

complex unit circle.
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We fix N > 1 , and we set

α = e
2πi
N ,

an N th root of unity.

For arbitrary u, v ∈ X let us consider the following subset of the unit circle:

Γ(u, v) = {αj : v ∈ {f pN+j(u) : p ≥ 0}, j ≥ 0}
= {αj : v ∈ orb(f j(u), fN), j ≥ 0}.

We then have the following two lemmas:

Lemma 1. If u has dense orbit under f then Γ(u, v) 6= ∅ , for all v ∈ X .

Lemma 2. For all u, v, w ∈ X, Γ(u, v)Γ(v, w) ⊂ Γ(u,w) .

Let now x be a point with dense orbit under f but not under fN .

It follows from Lemmas 1 and 2 that Γ(x, x) is a subgroup of {1, α, . . . , αN−1} .

Thus there is some divisor k of N such that

Γ(x, x) = {1, αk, α2k, . . . , α(ν−1)k}
where νk = N, ανk = 1 .

One can then prove the following.

Lemma 3. Let x and k be as stated. Then, for every y ∈ X with dense

orbit there is 0 ≤ j < k such that

Γ(x, y) = {αj, αj+k, . . . , αj+(ν−1)k} = αjΓ(x, x).
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We then define the sets Dj by

Dj = {y ∈ D : αj ∈ Γ(x, y)}, 0 ≤ j < k.

By Lemma 3, the subsets Dj of D are pairwise disjoint and their union is D ,

so that they form a partition of D .

It remains to show that each set Dj is closed, and hence also open, in D and

that the properties (i) and (ii) of the Separation Theorem are satisfied.

Finally, k = 1 is not possible because then x would have dense orbit under

fN (by (ii)(b)).

Exercise. Finish the proof as indicated above.

A simple (if discrete) example shows that the divisors k of N in the Sepa-

ration Theorem appear by necessity and cannot be replaced, in general, by N .

Example. Let N > 1 and k > 1 a divisor of N .

We consider the discrete space

X = {0, 1, . . . , k − 1}
and the continuous map

f : n → n + 1 (mod k).

Let x = 0 , which has dense orbit under f .

Then the separation theorem holds with

Dj = {j}, 0 ≤ j < k,

and no other number k works here.
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One unpleasant feature of the Separation Theorem is that it splits the set D
of points with dense orbit in several parts. But this set is rarely known so that

its splitting might not be so interesting.

One would rather want a partition of the whole space X into parts with re-

spect to which the dynamics of f becomes easy.

We give here a corollary of the Separation Theorem in that direction. For

N = 2 it is a theorem of Bourdon.

We make the same assumptions on f as before.

Theorem (Decomposition Theorem). Let x have dense orbit under f

but not under fN , N > 1 .

Then there is a divisor k > 1 of N and open subsets S0, S1, . . . , Sk−1 of X

with the following properties:

(i) the sets Sj, 0 ≤ j < k, are pairwise disjoint and S := S0∪S1∪ . . .∪Sk−1

is dense in X ;

(ii) f (S0) ⊂ S1, f (S1) ⊂ S2, . . . , f (Sk−2) ⊂ Sk−1 and

f (Sk−1) ⊂ S0 ∪ (X \ S) ;

(iii) X \ S is invariant under f ;

(iv) for 0 ≤ j < k , the orbit of f j(x) under fN is contained and dense in

Sj .
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We do not give the proof here.

Let us only say that the sets S0, . . . , Sk−1 can be defined from the sets

D0, . . . ,Dk−1 of the Separation Theorem in the following way:

Sk−1 = X \ (D0 ∪ D1 ∪ . . . ∪ Dk−2

)
,

Sk−2 = f−1(Sk−1),

Sk−3 = f−1(Sk−2) = f−2(Sk−1),
...

S0 = f−1(S1) = f−k+1(Sk−1).

The following example, taken from Bourdon, illustrates the Decomposition

Theorem.

Example. Let C0 and C1 be the touching circles

C0 = T, and C1 = 2T− 1,

with X = C0 ∪ C1 . Let J be the map J : C0 → C1, z → 2z − 1 .

Then the dynamical system

f : X → X

is defined by

f (z) =

{
L(z2), if z ∈ C0,

(L−1z)2, if z ∈ C1.

Then f has a dense orbit, while f 2 does not (it leaves C0 invariant).

In fact, f is even chaotic (why?).

If x ∈ C0 has dense orbit then we obtain as decomposition

S0 = C0 \ {−1, 1},
S1 = C1 \ {1},

X \ S = {−1, 1}.
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